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PREFACE

This manual was developed from the author’s experience in teaching statistical
inference and research techniques. The purpose of this manual is to demonstrate the
concept of the Central Limit Theorem in graphic and tabular forms through the use of
pre-prepared computer programs. The demonstration consists of five computer
programs written in Fortran G and designed to be run on the IBM 360/65 with OS
(Operating System). The cost of running these programs is relatively minimal. It is
hoped that students without prior knowledge in computer science ‘would use the
manual, with assistance from the instructor, to run programs and to verify the theorem
as a class assignment. Those who have had some prior knowledge would use these
programs in more creative ways in learning statistics.

The author acknowledges the Faculty Senate Commitiee for Improvement of
Instruction, and the Dean’s Office, College of Public Affairs and Community Service
at the University of Nebraska at Omaha for its financial support for the publication
of this manual. Deepest appreciation is due to Drs, Margaret Gessaman, David Hinton,
Larry Stephens, Angela Edwards and Gaylon Oswalt for their valuable suggestions at
the initial stage of preparing this manual. Special thanks are due to Chuck Sundermeier
who prepared the major part of the computer programs, to Linda Ferring who edited

the manuscript, Scott Samson who designed the cover page, Joyce Carson and Beverly
Walker who typed and finalized the manual.
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1.1

1. INTRODUCTION

Purpose and Organization of this Manual

The Central Limit Theorem is one of the most important concepts in statistics.
It provides a link between sample statistics and population parameters. bt is a basic
concept for understanding various hypothesis-testing techniques such as Student’s
t-distribution, x2-distribution and F-distribution.

This theorem, however, is almost impossible to verify in the classroom, even with
the use of a calculator. As a result, students often become confused and frustrated in
their attempts to understand this fundamental part of the study of statistical inference.

For the past decade, the use of computers in education has stimulated a great
deal of interest and computer facilities have been made easily accessibie to both
students and instructors, Computer softwares (programs) have been prepared for use
by both math and non-math majors.

The computer has excellent potential for meeting the needs of students being
introduced to the Central Limit Theory. The purpose of this manual is to develop
a series of computer softwares capable of conducting sampling experiments for the
verification of the Central Limit Theorem.

The remainder of this presentation includes a discussion of the problems
cxperienced by students when first introduced to the Central Limit Theorem, a
description of a computer program which may be used to verify this theorem, a
demonstration of the use of the computer program for conducting a sampling
experiment and a concluding discussion of the student’s application of this method
to assist in understanding one of the most important concepts in statistics.

1.2 The Central Limit Theorem in Statistics

The Central Limit Theorem is generally stated as follows:

Let a random variable y of N observations follow a distribution with popu-
lation mean p and standard deviation ¢. As the sample size, n, increases, the
distribution of means, 5, of all possible samples of the same size approaches
a normal distribution with mean equal to the population mean u3=u, and a
standard deviation (or standard error) equal to o3 = o/+/n.}

Greek letters are used for the population parameters and English letters for sample
statistics.
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1.3

The theorem identifies a definite relationship between a population and its
samples. More specifically, it contains the following three suppositions:

1. The distribution of the means of all possible samples approaches a normal
distribution as the sample size increases, regardless of the distribution of
the population itself,

2.  The mean of the means of all possible samples of the same size drawn
from any population is equal to the mean of that population, uy = u.

3. The variance among means of the samples is equal to the population
variance divided by the size of the sample, o?f.= o In,

The third supposition needs to be modified by including finite population
corrections (fpc) if the sampling fraction exceeds 5% of the population. In this case,
the variance of the sample means is equal to the population variance divided by the

2
size of the sample and multiplied by fpc, :'1‘ or 02 =0 g-'%.z

The implication of this theorem is that the probability or relative frequency of
the sample means within any particular interval is already known before a single
sample from a given population is drawn, provided that the mean and variance of
that population are known. However, if the mean and variance of the population
were already known, there might not be any statistical problems at all. The significance
of the theorem is not the actual values of statistics and parameters3 but the relation-
ship between them. This relationship provides a theoretical basis for various statistical
analysis techniques.

Problems in Conducting Sampling Experiments

The Central Limit Theorem can be verified through conducting a series of
sampling experiments. However, students and instructors alike often find it an
impossible task to verify the theorem hecause it generally requires a long process
of drawing all possible samples and computing and compiling all the statistics from
these samples. For example, for a hypothetical population of 30 observations (N=30)
with a sample size of 5 (n=5}, a total of 142,506 distinct samples have to be drawn
and the same number of means and variances have to be obtained and compiled
for the verification of the theorem.4 The total number of all possible samples
increases to 30,045,015 if the size of the sample increases to 10.

With the assistance of a calculator, conducting such a sampling experiment
would take several man-months work. Consequently, two types of compromise
have been worked out: the mini-universe model and the fractional random sampling
model. The former uses a mini-universe of 3 to 5 observations and conducts a
complete sampling experiment using sampling with replacement techniques such
as the one presented by Li.> The major shortcoming of the mini-universe model
is that it is not realistic. In actual sampling situations, one seldom draws a sample
that is larger in number of observations than the population from which the sample
was taken. The fractional random sampling model generally uses a larger population



but conducts only a fractional randem sampling such as the one used by Bhattach-
= eryya.6 This model is an approximation; it is an incomplete sampling experiment.
Hence, it does not prove or disprove the Central Limit Theorem.

L
[
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b
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e
'See R. Lowell Wine, Beginning Statistics (Cambridge: Winthrop Publishers, 1976), pp. 184-186.
i 2william G. Cochran, Sampling Technigues (New York: John Wiley & Sons, Inc., Third Printing, 1960)
N pp.17-18.
3Sratistics reters to the characteristics of the sample, which change from sample to sample; parameters
refers to the characteristics of the population, which is a fixed variable.
A
E 4The formula used to derive these numbers is discussed in Section 2.3.

SJerome C.R. Li, Statistical Inference, Volume | {Ann Arbor, Michigan: Edwards Brothers, Inc., 1968),
pp.36-4G.

BGouri X. Bhattacharyya and Richard A. .Johnson, Statistical Concepts and Methods (New York:
John Wiley & Sons, 1977), pp. 210-220.
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2.1

2. THE CONSTRUCTION OF THE POPULATION

Sample vs. Population

2.2

Much of the statistician’s technical vocabulary is made up of common words
given special meanings. For example, a ""population” is a set of observations, or
recorded information such as the heights of the students in a college. A ‘“‘sample”
is a collection of observations drawn from the population.

If the population? is already known there may not be any need for a sample.
If the population is not known, what is said to be true of the population is derived
from a portion of it, or a sample.

In another example, if a manufacturer of light bulbs wished to know the average
life span of his product, he could not burn out his entire stock for the sake of
obtaining an answer. He must be content with testing a sample. The use of information
obtained from a sample to draw conclusions about his entire production of light
bulbs is called “statistical inference.” The understanding of the relationship between
a population and its samples is the first step in learning statistical inference.

The Construction of Population

2.3

For conducting a sampling experiment to demonstrate the relationship between
a population and its samples as stated in the Central Limit Theorem, a population
of 30 observations was constructed. These observations are recorded ages of students
enrolled in a sophomore economics class at the University of Nebraska at Omaha,
Spring semester, 1978. The frequency distribution and major characteristics of the
population are shown in Table 2.2.1 and its histogram is shown in Figure 2.2.1.

It can be seen that the mean age of the population is 23 and the variance is
7.7. lts relatively flat histogram (Figure 2.2.1) indicates that the population does
not follow a normal distribution. ’

The Sampling Scheme

The relation between a population and its samples refers to all the samples
drawn from the population. There are many ways samples can be drawn. The sampling
scheme used to draw all the samples of the same size from a given population is
called sampling without replacement. Briefly, sampling without replacement is a
method of selecting n number of observations such that when an observation has
been drawn from thf.:_population, there is no chance the same observation could
enter the same sample more than once. In contrast to sampling without replacement,




TABLE 2.2

AGES OF STUDENTS IN A CLASS:
FREQUENCY AND CHARACTERISTICS OF POPULATION

w—r————
[

Fennone

i

A B B R R R R
18 1 18 -5 25 25
19 2 38 -4 16 32
20 4 80 -3 9 36
21 3 63 -2 4 12
22 4 88 -1 1 4
23 4 92 0 0 0
24 2 48 +1 1 2
25 3 75 +2 4 12
26 3 78 +3 9 27
27 2 54 +4 16 32
28 2 56 +5 25 50

Total 30 v = 690 0 SFE _w %232

N :;fL:é_g_O— .
Mean M N 30~ 23

2 THU-w 2 232

Vari g = = - .
ariance ~ 50 7.7
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FIGURE 2.2.1: AGES OF STUDENTS IN A CLASS:
HISTOGRAM OF PARENT POPULATION
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the method of sampling with replacement is seldom used except in special circum-
stances, since there seems little point in having the same observation twice in the

[ S

sample,
By using the scheme of sampling without replacement, the total numbet of

I . . . .
distinct samples of size n that can be drawn from N observations in the population
is given by the combinatorial formula:?
N _ NI
n n! (N -nj! (2.3.1)

= Ncn =
For example, if there are 30 observations (N=30) in the population, and the sample
size is 2 {n=2), one will obtain a total of 435 distinct samples by applying these

o
M

[R——

I values to the above equation:
N Co = 30 x 29 x 2823~ 21
) 302 7 2% 1 x B2 Fex 2Nt
- - 870
L N
= 435,
{., If the sample size n increases to 5, the total number of all possible samples increases
to 142,506,
L 2.4 Notations
r In the foregoing sections, three types of means have been mentioned: the
- population mean, the sample mean and the mean of sample means. And two Kinds
of variances have been considered: population variance and the variance of sample
E means. To aveid possible confusion, the mathematical notations of the means and
variances are listed in the following table:
E Standard
= Distribution Mean  Variance  Deviation/Error  Number of ltems
Population H o2 g N {Size of population}
Sample 7 52 5 n {Size of sample)
Sample means ;= aZ v NCh {No. of all possible
T} (Standard error) samples)
i
£ Twilliam G. Cochran, Sampling Techniques {New York: John Wiley & Sons, Inc.. Third Printing, 1960},
pp. 1112,
by
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3. A COMPUTERIZED SAMPLING EXPERIMENT

3.1 The Preparation of a Computer Program

A computer program has been prepared for conducting the sampling experiment
described in Section 2.3. This program contains 5 sub-programs, each designated
by a particular name. All of them are written in Fortran G and are designed to be
run on the IBM 360/65 with OS {Operating System). This section presents a detailed
description of each of these sub-programs including input data requirements, output
format and their major functions,

a. LEESAMPL -- The program LEESAMPL is designed to draw all possible samples
using a sampling without replacement scheme from a given population of up
to 50 observations with incremental sample size of up to 10. Approximately
100,000 samples may be drawn in one run of LEESAMPL without requesting
special scheduling of the program. If the total number of all possible samples
exceeds the capacity of one run, the program stops and gives information
needed to continue the sampling process for another run. In other words, if
the total number of ali possible samples is less than 100,000 only one run
of LEESAMPL is required; if it is greater than 100,000, as many runs as needed
to draw the samples are required by drawing 100,000 per run. The output
from each run is stored in a separate file for use by the succeeding procedure,
LEESORT. The output of LEESAMPL may be printed optionally. The detailed
procedure for LEESAMPL is shown in Appendix A, the preparation of the
input data and its card format are shown in Appendix B, the programs for the
sub-programs in Appendix C and needed }Job Control Language {JCL) for running
are in Appendix D.

b. LEESORT - An IBM sort utility is used in LEESORT to sort the data produced
by LEESAMPL so that the data can be summarized into a distribution table.
One run of LEESORT is needed for each run of LEESAMPL. No input data are
required except the sort utility control card which is shown along with LEESORT
JCL in Appendix D.

c. LEEDATA — The program LEEDATA produces a summary from the sorted data
output by LEESORT. Like LEESORT, one run of LEEDATA is required for
each run of LEESAMPL. No input data are needed to run LEEDATA except



the LEEDATA JCL deck shown in Appendix D. The output of LEEDATA has
two components: A listing of the frequency distribution table and a punched
deck of cards containing the data shown in the frequency table. The program
for LEEDATA is shown in Appendix C.

: d. LEEPLOT -- The major function of the program LEEPLOT is to prepare a file of
‘ plot data obtained from the combined output of LEEDATA runs. This file will
be used as input data for the succeeding procedure, LEEGRAF1. LEEPLOT
! also uses the 1BM sort utility. The required JCL for running this procedure is
' shown in Appendix D. The program for LEEPLOT is shown in Appendix C.

e. LEEGRAF1 - The program LEEGRAF1 produces graphs of the frequency distri-
bution of all sample means, a list of the frequency distribution of the sample
means and the mean of all possible sample means and the standard error of
sample means. The JCL required for running this procedure is shown in Appendix
D. As currently written, the plotter is a Complot Modei PTC4. With slight
modification, the program could be. easily changed to use a different plotter,
The program for LEEGRAFT is shown in Appendix C.

T,
Poe A

Py
i i

{“ 3.2 A Tabular and Graphic Demonstration of the Central Limit Theorem

After the pregrams and their respective JCL are prepared, the sampling experi-
B ment may be conducted through various runs of these programs. This section presents
L. the results of two sampling experiments using the population given in Table 2.2.1.

The first experiment uses a sample size of 2, n=2, and the second uses a sample of
- 5, n=5. The program LEESAMPL draws all possible samples, computes ali sample
i means and stores them on a tape. The total number of all possible samples is 435
_ for n=2 and 142,506 for n=5 (Equation 2.3.1). The program LEESORT sorts the
} ; samples and the program LEEDATA summarizes these samples and their means in a
d  frequency table. The program LEEPLOT prepares a data file for graphical presentation.
- Finally, the program LEEGRAF1 completes the experiment by giving a graph of all
L sample means.
= Table 3.2.1 shows the frequency distribution of all sample means generated
N from the sampling experiment on n=2. It is a direct output of LEEDATA. The total
Eu number of samples is 435, and the standard deviation of sample means (standard

error) is 1.9344. Table 3.2.2 shows the frequency distribution of sample means
generated by LEEDATA on the sampling experiment using n=5. It can be seen at
the bottom of the table that the total number of possible samples increases to
142,506 and the standard error reduces to 1.1547. ,
; Figure 3.2.1 shows the graph of the sample means using n=2. This graph is a
% direct output of LEEGRAF 1. One can verify it by drawing a histogram using the infor-
mation given in Table 3.2.1. Similarly, Figure 3.2.2 is a direct output of LEEGRAF1
from a sampling experiment on n=5.

z 10



TABLE 3.2

MEAN AGE OF STUDENTS IN A CLASS:
DISTRIBUTION OF SAMPLE MEANS USING n=2

.
I
!
! PISTRIAUTION OF s AMpL- Y IANS
- MEAN FREJQUeNCY
13,5 2.
i 19.7 S
19.5 11.
20.0 16.
4 23 24,
& 21.0 29,
- 215 33.
22.0 35,
- P2.5 42,
. 2i.7 41.
e 3.5 41 .
24,0 319,
24.5 jz.
2% .0 AN
N 2 a 2le
- ?(,_.-’) 1 i.
264 % 1.,
FT 270 7.
] 27.5 s .
s 2H.0 1.

UM DF OIFFORENCES SQUAND «15B230000C0E 04
TOTAL NUMBER OF SAMPLES =4 3500C0000F 03
5 SOUUARED L 3741934776F 01
5T DJEV «19344081848F 01
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TABLE 3.2.2

MEAN AGE OF STUDENTS IN A CLASS:
DISTRIBUTION OF SAMPLE MEANS USING n=5

IISTRISUTICN CF SAMPLE MEANS

4 AN
197.2
9.4
[2.6
19.8
2040
20.2
20 %
20 .6
201
2%t .0
212
214
21.6
21 .8
220
2242
2244
226
2773
23.0
23.2
23.4%
23456
23.8
2447
2% o 2
23 .4
2% &6
24.8
224
25.72
2544
25-tl
2943
2()-0
26 .2
2he
2()-6
26408
274
272

FREQUTNCY
He
20 .
(:)0.
132.
266a
462,
76T
lit3.
1599
2356.
3143,
4021 .
5J00.
S5G72.
bg':‘ﬁo
701 4.
89656
91Jd.
S465,.
Y5933,
i,
8974
837 3.
731536
f)? 1 8.
EX4-1
48325,
g0 7.
3379
2332.
1729,
121 6.
83b.
245.
336.
195,
110,
3.
27 .
Qe

I

SuUM OF DIFFFRENCES
TOTAL NUMHER CF SAMPPLES
«1 3333358306 01

5 S UUARCO
5T JEV

+ 115470218

13

SQUARCD

e 01

12002718755 06
«1425060VU00F 06
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3.3 The Verification of the Central Limit Theorem - A Computerized Demonstration

In review, the Central Limit Theorem encompasses three suppositions, as
discussed in Section 1.2.

1. The distribution of sample means will approach & normal distribution as
the sample size increases, regardless of the pattern of population distribution.

2. The mean of the sample means is equal to the population mean.

3. The variance of the sample means is equal to the population variance
divided by the sample size n.

The information generated from the above sampling experiments may be used
to verify these suppositions. Figures 3.2.1 and 3.2.2 show that the curve becomes
smoother and more bell-shaped as the sample size increases. Even though the normal-
ization can not be established without plotting the relative frequencies from Tables
3.2.1 and 3.2.2 on probability graph paper, the change from an irregular curve to a
smooth and bell-shaped curve demenstrates the principle of supposition 1. The use
of a sample size n=5 produced a more normal curve than the use of n=2, and thus if
the class used in the example were a large population and sampling were necessary
to determine the mean age, Figures 3.2.1 and 3.2.2 show that increasing the sample
size will increase the probability that the sample estimates will conform to the
characteristics of the population.

Table 3.3.1 demonstrates the verification of suppositions 2 and 3 through a
comparison of sample statistics and their counterparts of the population. Population
mean (age 23) and variance (7.7) are obtained from Table 2.2.1, the sample means
are obtained from the information given in Tables 3.2.1 and 3.2.2. Variances of
samples are also obtained from the bottom section of these two tables.

Table 3.3.1 shows that the mean of the sample means obtained from the sampling
experiment (23} is exactly equal to its population counterparts; and the variances
of samples obtained from the computer output (3.7 and 1.3) are equal to those
obtained directly through the statement in supposition 3.

The computer has thus allowed us to demonstrate that the mean and variance
of all sample means could be established from the knowledge about the characteristics
of the population from which samples are drawn. Through this demonstration, the
Central Limit Theorem has been verified in graph and in tabular forms by using
computer programs conducting sampling experiments,

15



TABLE 3.3.1

-

A COMPARISON OF STATISTICS AND PARAMETERS

Mean Variance of Sample Means }
Sample Size Population Obtained From Obtained From
n _ Sample @ Sampling Experiment Supposition 32
5 o = Ef_y"s 10,005 62_=Zf(.¥_'._#)2 2 o>  {N-n
] cx 435 y xC n v n \N-1
n K= 23
=282 o5 = L1 x 0.9655 = 3.7
= 23
- 2F(F w2 2 2 -
5 ”_=Efy=3’277,538 R — T = an /;_?\
¥ N 142,506 N Cn ' \§-1) |
u ) .
“o _ 190,007 _ | _17, gserl = 13
142,506 : 5 ’ )
= 23

2/Since the sampling fraction,

cbtaining variances of sample means.

N, s larger than 5% of the total number of items in the population, the finite population correction is used in

T3 Emm

fex B
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4. CONCLUSION

The verification of the Central Limit Theorem, one of the most important
concepts in statistics, has often been found tedious and time-consuming. These
problems can be solved by the use of computer facilities in many campuses. The
introduction of the use of computer in the classrooms as a teaching aid not only
saves time and increases efficiency, it also stimulates interest in learning statistics.

This manual gives a computerized demonstration of the Central Limit Theorem
upon a given population of recorded ages of students in an economics class at the
University of Nebraska at Omaha, The demonstration consists of five computer
programs written in Fortran G and designed to be run on the 1BM 360/65 with OS.
A detailed description of these procedures is given in Chapter 3. The cost of running
these programs is relatively minimal (see Appendix E). It is hoped that students
without prior knowledge in computer programming would foliow the algorithms, with
assistance from the instructor, to run programs and to verify the theorem as a class
assignment, Those who have had some prior knowledge in computer programming
would use these procedures in more creative ways such as running sampling experi-
ments on a larger population and/or for various larger sample sizes.

17
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APPENDIX A

PROGRAM FOR LEESAMPL

Fre Y T AM CTASY L L FE S AaMEL

THI S PROG2AM 15 DFSIGNDDY T DRAW ALL PCSSTHLE SAM2LES FAILYM A UNITVERISE
wilTHCOUT QEPLACEMONT

MAXIMUM UNIVERSISE SIZE 1S S0 MAX[A4UM SAMI| - SIZE IS5 10

THE BPRCGRAM ALLOWS FOKR RESTARTING LF THE SAM2LING PROCESS. THIS WAS
DCNE S5C THAT JODB MAY 938 RN wiTHOUT MAKING S?ECLAL ARRANGEMENT

wlITH THE COMPUTFER CENTER AND TC AVOGID RUNAWAY JLD3BS.

DIMENSICN [TUNVIH0 ) [SAM2{ 10, JRSTI(10)
DATA JIRST/LHO0x0Q/

DATA Tl T2 13141353106, 17,18419:,0110/710%1/
SAM=0. 0

READ PARAMETFER CARD NOF JNIVECISE SIZ% AND SAMILE SIZfE, NUMBER OF DECIMALS

T ROUND RZSJULTS TGO AND A RESTART CGDE

EAD {3,1) TuSli

FORMAT [ 312,11)

WRITE (&.2) JTUSIZELISSTZWNDIC

FICRIMAT (LHL ,* SAMPLING PRQOJLEM' 7,1 0X, "UNIVERSLE CF '"+]12s" 1TEMS® ./,
] IOX s *SAM2LE 5179 ", 12y wiITHCUY TTPLACFMENT? o 7,10X,

T*ROUNDING MCAN VALUJES TO *, 12" DECIMAL PLACEZS®, /7))

WRITE (6.9%%%%) IRST

FURMAT {1X+*RESTART *,15)

FF W 1SSTZ.MIEC.INST

b A TWN CARDS CONTAINING ELEMONTS CF THE UNI VERSE

NSAMP= 0

JSAMP=n

READ (543) (TUNVIT)I=1,40)
READ (5,3) [TUNVIT),1=41,50)
FORMAT (4012)

WRRITE (644
FtMAY (10X *ELEMENTS UF UNIVERSE®', /}

WRITE (6.,5) (IUNVI(I),1=1,1US1ZFE)

FORMAT (10X.2513:/7.,10X:2513)

ARITFE [6H.6)

FCRMAT (IHL1,"SAMPLE NUMBER? +39X 4+ ' SAMPLE UNITS? y 16X * MEANY, /)

RFAD SUBSCRIPTS OF LAST SAMPLE 1F A RESTART aND FIX SUJ3SCRIPTS TO
COUAL THE NEXT SAMDLE

IF {IRST +EQ. 0) GUL TC 2000
READ (S:40921) JEST.NSAMP ,SUM
FORMAT (1012,110+E15e4}
CUNT I NUE

BESGIN O SELECY A SAMPLE

WRITE (6H+7000) JRST,NSAMPs SUM
FORIMAT (1X+s1013110,E15.4)
NSTRPI=TUSTZE~-(IS312-1)

I11=1

THHE LCGP SFGINNING WITH D30 3801 CONTRCLS THE SFRLECTION CF THE FIRST
ELEMFNT 3F A SAMPLC

IF (IFST WNFL.3) T11=002STI01)

20 801 1T1=1114N5TP1L
ISAMP {1 y=TUNVITIL)
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'nEnlnl

[aNake

[aXate]

[a Nl

alala

[aNate!

ISR alel

IF (15512 E0. 1) GO TN 3001
IF STZE WAS ONE STOP SELECTIN

(12=11+1
NS3TRZ2=NSTP1+1

1F (IPQT «NES 0)IT2=0R5T(2}
DO BOZ2 =112 .NSTP2
ISAMP(EI-[UNV(IQ) )

lF (ISSIZ .EQe. 2) GO ¥ A002
IF SAMPLE SIZIF wAS 2 —-- STCRP

113=12+1
NSTP3I=NSTP 2+

IF [INST JNE. 0)113
D0 803 TI=TT3,N5TM3
ISAMP{3I=STUNV(IZ)
IF {IS51Z .CQ. 3)

IF SAMPLE SIZ2F waAS 3 —-- »TOP
If1a=13+1
NSTPAa=NSTR3I+1

IF {!HST NEL 01T 4 JEST(A4)
D 804 I4=114,.NSTP
LSAMP(4)=TUNV(Ll4)
IF (ISS17Z LEQ. 4} GC TO 4004
IF SAMPILF 31ZE WAS 4 —— STOC?

IIS=[4+1

N3ITPS=NSTP4+1}

[F {IRST «NEe O)II3=JRST(S)
30 805 [3=115.N5T05
ISAMP (S I=IUNVIIS)

IF {ISS1Z EQ. 5) GO TG 3005

I[F SAMPLE SI1ZF wAS 5 -- ST0O2

[16=15+1

NSTRESNSTES +

IF (IRST N, Q)ILI6KTJRST(H)
DO 806 I6=11C NSTRS
ISAMP(6)Y=TUNVI(IA)

IF (ISS1Z +EQ. 6} GO TO 8006

IF SAMPLE SIZE wWAS 6 —-- STOP

NSTP7=NSTDP&+]
I17=16+1

IF (IRST «NT. 0}
DL 807 17=117,NS
[SAMP(7)=TUNV(I?
IF (ISSIZ EQ. 7) GC YL 8007

[17=JRST(7}
TR7
)

[F SAMPLE S1ZF WAS 7 —-- STOP
113=17+1
NSTP8=NSTD 7+

IF (IRST .nNEe 0)I193=JRST{(3)
DC 808 I3=[IB4+NSTPR
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3009
2079

2109

FSAMO {4y ] JNvi 1)
Im (19317 o-3)e 3) 300 T1} 2309

TH SA™ - ST ZT wWwaAS A —-- ASTCP SELECTING TLUIMINTS

ITI1 =181

NGSTPQoNSTO 341

1TE (1791 «NEL O)YIT3=JSTLY)
DO BOG 9= 119+NSTP 3
[SAMP ()= TUNVII3)

IF (189S 17 Qe 9) SL 1O 4009

IF SAMPLFE S172f wAS 9 —— STOP SELECTING ELEMINTS

IT10=19+1

NSTPIG=NSTP23+1
IF (IPST JNE. -
D 810 1to=I11
IS5aMPCI0)Y=TUNV

-~00
— e
— 7
QN
'-.ﬂ-*l—‘
To
-]
O

THE SAMPLE HAS NCw BEEN DRAWN
WRITE THF SAMPLF ELEMENTS AND CGMPUTE THT SAMPLE MIAN

THE F(2?MAT SELECTED DJEPENDS UPON THT SAMPLE 51.ZE
THE FORMAT OF THE OUTRPUT FILES IS AS FOLLOLWS

PRINTED FILC
PRINT CNLY THE NUMBER OF ELEMENTS CF THE SAMPLE S51/7€
AND THE MEAN ON UNIT NUMBER 08.
THE US 0OF THIS STATEMENT: Z/7FTOBFO0L DD DJUMMY
SUPRESSES NUTPUT OF THIS FILE

PERMANGCNT FILE
THE FILE [S OF FIXFED RECORY LFNGTH (24 DYTES EOCOICY.
coL 1 THRUUGH & SAMPLE MEAN ROUNDED TO NOZC DECIMAL PLACES
THE NEZXT 20 BYTES CONTAIN THE SAMPLE ELEYENTYS, 2 BYTES PER
ELEMFNT WITH UNUSEN S2ACE FILLED WITH BLANKS SO THAT
THE RECORD LENGYH IS THE SAME RCGARDL ESS LF SA®3LE SI1ZE.

CALL MEAN (ISSIZ,ISAMPNDEC+NSAMP, 1 J,5MEAN)
SUM=SUMESMEAN }

WRITE {(12:3010) 1J4,1ISAMP(I),1I=1,1D)

FCRMAT (14,1012

ARITE (B8,2111)
FURMAT {(3X,110
IRST=0
JSAMP=JSAMP+]
IF {JSAMP .GT. 100000} GO TO 100

CUNT INUE

CONTINUE

IF {ISS1Z2 NE. 93 GO -TO 30¢

CALL MFAN (I1SSTZ,ISAMP,NDICNSAMP, [ J,SMEFAN)
SUM= S+ SMEAN

WRITE {(12,3009) TJ,{1SAMP{1),E=1.3}

FOCRMAT (14 +912,2X%X)

WNRITE (B8+7109) NSAMP,{ ISAMP{[),1=1,9),5MCAN
FORMAT (33X J10,60x4913406X+F6H+2)

IRST=0

JSAMP= S AMP + ]

)
NSAMP.{I5SAMP(1},E=1,10),5MFAN
HEX21013+3X,F6.2)
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4

R
1

g

809
40

32058
2003
21043

309
ano7

J3naz
2907
2107

3Gy
HaUA

3004
2005
2106

306
a00s

A VEY
- oo
Lo
[FIS AW

305
85004

3093
2004
2104

8Ca4

17 {JU5AM> L 5T 100000 GOV TU 10D
CUNY INUF
CONT I

I+ {15517 .
Call MEanN
SUMS=SUMESME
wRITF (12,7 8) IJ,{15aMD(TI),1=1{.9)

FORMAT ([4,812,4X%X)

WRITE (d,2108) NSAMPL{ISAMP{I)s1=1,s8)+SMCAN
FCRMAT {3X+I1046X+8I13:FX,,FHel}

IRST=0D

JSAMP=S5AMP ¢+ |

I[F (JS5AMP L,3T. 100Q0Q0) SC TC 10O

CONTINUE

CONTINUE

IF (ISSI7Z «NE. 7)Y GG 710 307

CALL MEAN (ISSIZ+1S5AMP (NIYZC  NSAM2, T J,5MEAN)
SUM=SUM+SMEAN

wRTTE (!2|3007) IJo(ISAMD(I>ul=l|?)

FORMAT (La.712.6X)

WRITE (S8.2107) NSAMP,{ISAMO(I},1=1,7),5MEAN
FOCRMAT (3Xs11 046X 713412X4F6a7)

IRST=0

JSAMP=J5AMP 1

[F (JSAMP .53T. 1090000) 30 TOQ 100

CONTINUF

CCNTINUE

IF (15512 .NE. 6) GO TO R0H

CALL MEAN (ISSIZ.I1SAMP,NIEC,NSAMP,1J,SMEAN)
S5UM=SUMESHYE AN

WRITE {(1243006) TJ2{ISAMP{{)+1=1,61}

FOCRMAT (la.pT2.8X%X1)

WRITFE (8:.2176) NSAMPL(ISAMP{I1),]1=1.+5),SMEAN
FORMAT (3X,T10.6%X,6I3,15XsFHa2)

IRST=0

JSAMP= JSAMP#1

IF {JSAaMP «GTa 100000) GU TC 100

CONT INUFE

CONYINUE

IF (ISSIZ «NE. S} GO TO 305

CALL MEAN {ISSIZ,ISAMPsNDIC,NSAVP, 1), SMEAN]
SUM=SUM+5SME AN

WRITE (12, 3005) IJ!(ISAMP(I)'[zlis)

FORMAT (I14,512,10X1}

WRITE (8,2105) NSAMP,,(ISAMP(IL),I=1,5%),SMEAN
FORMAT (X Il 0+EX+s513s18%X,F&a2)

IRST=n

JSAMP = JSAMP # ]

IF (JSAMP .GT. 100000) GO TO 100

CAONTINUE

CONTINUE

IF (ISSI17Z «NCe &) G0 TG B804

CALL MEAN (ISSIZ+TUSAMD JNDOICC NSAMP,I J,SMFANY}
SUM=SUM+SMIEAN

WRITE {(12,3004) 1J+0ISAMP(I}).0=1]+4}

FORMAY (l4a,412,12%1}

WRITTE (B+2124) NSAMP,{ISAMPUTI) s 1=1+4)+SYMFAN
F:jQMAT (3’(.110-6X.4!.‘3.21X-Fb.2)

IRST=0

JSAMP = JSAMPY ]

IF (JUSAMP JGT. 10D0ONQO)Y S0 TC 100

CONTINUE

! « B 30 T 308
SI7 2 ISAMP G NDEC W NSAMDY, 1 J, 5MEAN])

NF
15
AN
00
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m

NnNoonN

;{-wﬂwu:a

1003

1004
2003
J103

a0l
Aann>

3nnp
2007

302
anol

3001
2701
2201

801
Y1HA
iul
100
1072
103

104

1031

1005
1004

17203
19302

1FER CF SAMPy

CONT INUD
IF (15517 «NE. 3} GO TO A03

CALL MFAN (1SSI7.ISAMP NDFC NSAM2,1 J,SMCAN}
SUM=T SUM+ SME AN

WRITE (12,3003) I1J,(I1SAMPLI)+1=1,3)

FARMAT (1I4,312.14%)

WRITF {A,2133) NSAMP L {ISAMP ([} ,I=1,30).SMC4AN
FORMAT {Ix,110.6X+s313424XsFba2)

1QR8T=0

JIAMP = JSAMP+ ]

IF (JdsaMl 6T . 190000) GJ TD 100

CONTINWE

CONTINUF -

IF ({58517 .NE. 2} GO YO 302

CALL MEFAN (1SS17,1SAMP ,NOCCNSAMP, 1 J,5MFAN)
SUM=SUM+ESTMEAN

wHITE (12,3002 T,(IS5SAaMP(L),]l=1,.2)}

FOPVMAT (l4,212:.16%)

WRITE (8,2202) NSAMP,,{ISAMP{1),1=1,2),5MFAN
FORMATY {(3X+11046Xs21 3:27XsFbiad)

1 RST=0

JSAMP= JSAMD ]

IF {(JSAMP» 53T . 100000 GO TC 100

CONTINUF

CONT INUE

IF (159517 «NE,. 13} 50 7O 301

CAaLL MEAN (ISSIZ.1SAM2? NDCC JNSAMP, I 3,SMEAN)
SUM=SUM+SYFEAN

WRITE (12,3001) TU,I1SAMPIY)

FORMAT (Ta,12,.,15X)

WRITF (H.2201) NSAMP,lSAM2 (), SMEAN

FURMAT (3X,110,3X,13,30X.FA.2)

ITRST=0

JSAMP=JS5AMP+ 1

IF (JSAMP ,5TF. 100000) GO T2 100

CONT INUF

wRITE (A,8888) NSAMP,5UM

FORMAT {1Xs110,F15.4%)

WRITEF (6+101)

FORMAT (1X,.*ENOD OF Jrne)

GO Tr 104
CONTINUE
WRITE (7.

10 ch“t[5![bnI7o15.!9'l10'NSAMpoSUM
FORMAT (1012
3
»

1
«h )

13,14, 15:16+17,18:10+110+NS5AMP

PED =~ SUISCRIPTS DF LAST SAMPLE *,1013,° NUMA

U‘lc

WHITE {1

I
r
|
FOIMAT (11X T
i

D AN
-~ e

S5T0R

F N

SUBRGUTINE MEAN (1S55I, 15AMPNOECNSAMP .1 J,SMEAN)
DIMENS ICN ISAMPR{1I0)

SAMPLE OF SIZE ISSIZ IS Nilw SELECYED —— COMPJSTE MEAN AND ROUND TO NOEC
DECIMAAL PLACES

SMEAN=O "

M0 1001 I=1,1%%
SMEAN=SMEAN+] SA D(I)
QMEAN:RMEAN/ISSIZ

IF (NPREC) 1004,1 (079]
SMEANTSMEAN®{ 10, 0%%NIEC
SMEAN=SMEAN+ .5

[ J=SMF AN

SMEAN=T )

IF (NDECY 1902,1002,1003
SMEAN=SMEAN/{1Q.0%# -
NGSAMPzNSAMP ¢+
RICTUPHN

LND

m
-~
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APPENDIX B

PREPARATION OF INPUT DATA FOR LEESAMPL

(Unless otherwise specified all data are to be punched as integer numbers and right
adjusted in their designated fields.)

1. Parameter Card: This card specifies the parameters to be used in the process
as described below:

5 Card Columns Parameter Specification
. 1-2 Size of the universe, N.
2-4 Size of the sample, n.

Number of decimals in mean

o Is this a restart?

' Answer “0" if it is “No,” and
Answer 1" if it is “*Yes."

&
-~ o !

Population Cards: This card specifies the observations of the population.
Punch the observations of the population on two cards. Beginning from column 1
card 1, each element occupies two columns. Hence, card 1 contains 40 elements
and the first 20 columns of card 2 contains the remaining 10 elements. A total

o ol

of two data cards is required even though the total number of elements in the
g universe may be smaller than 50,

3. Restart Data: This card is to be in ifput deck only if column 7 of the parameter
= card above has been answered yes(1). It contains the data necessary for a success-
§:§ ful restart of the sampling process. It is prepared from a card punched by the

computer at the end of the immediately preceding sampling run. It contains
% the following data:
L

a. subscripts of the elements of the universe for the next sample to draw upon
restart
total number of samples drawn in all prior sampling runs

c. sum of the means of all samples drawn in prior sampling runs {punched
in E format)

vin
"

I

Items b and ¢ above are automatically determined by the prior run;
however, item a must be determined in the following manner: the immediately
preceding run will give the investigator the subscripts for the last sample drawn,

27
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the total number of samples drawn to date and the sum of the means of prior
samples drawn in punched card and printed form. The format of the punched
card matches the input format required for this data. Use the following procedure
to determine subscripts for next sampile.

Determination of Sample Subscripts: The formula for the maximum possible
subscript for the first element of a sample size n taken for a universe of size N
is: s7=N-(n-1). The formula for the maximum possible subscript of the second
element is s9=s51+1. The general formula for the nth maximum possible subscript

is: sp=sp.1+1.

The subscripts to be entered as the subscripts of the next sample are
calculated from the subscripts of the last sample such that none of the subscripts
entered exceed their maximum allowable values. They are calculated from right
to left, computing the subscript for the nth element first. This number is normally
1 greater than the subscripts of the last sample. However, several things should be
considered:

a. If the value thus calculated exceeds the maximum allowable value, the
maximum allowable is substituted and 1 is added to the (n-1}th subscript.

b. If this value does not exceed the maximum aflowable value, the subscripts
for the next sample are determined as shown: subscripts 1 through n-2
equal the values given them -for the last sample drawn, subscript n-1
equals the value just computed, and subscript n equals the maximum
allowable value.

c. If the value exceeds the maximum allowable value, the maximum allowable
value is substituted for subscript N-1 and the 1 is added to subscript n-2
and the process described in b and ¢ is repeated for subscript n-2. This
process is repeated until it yields a valid set of sample subscripts.

An example of the above described process follows:

Assume: n=5, N=30. When the sampling stopped, the subscript values for the
last sample were: 6, 26, 28, 29, 30.

The maximum allowable values for the subscripts are: 26, 27, 28, 29, 30. Using
the process described above, the set of subscripts to enter for restart are: 6, 27,
28, 29, 30. The input is to be punched as follows:
ltem Card Columns
Restart subscript 1 1-2
" ” 2 3-4
" ” 5-6
7-8
9-10
1112
13-14
15-16
17-18
19-20
Total number of samples drawn in prior run 2130
Sum of samples drawn in prior run 3145

3 "

) 1

" iyl

—
S WL 00~ Y W
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Output is as follows:

1. A permanent file containing the actual samples drawn during the run as
well as the sample means.

2. A printed copy of the samples (optional). .

3. Information necessary for the restart of the sampling process or a message
indicating that the process has been completed,

Running Scheme: The following running scheme was used for an actuaj run
using N=30, n=5, This required two runs of LEESAMPL, with the output
stored as file 1 and file 2, respectively, on a standard labeled tape.
LEESORT was run twice, and two punched card decks were produced.
LEEDATA was run once, using the two decks produced above as input.
LEEGRAF1 was run to produce graph

Job Control Language {JCL) required to run each program: The required JCL
to run each of the programs is shown in Appendix D. These changes may need
to be made in the JCL shown in Appendix D:

a.  The proper account numbers for the job card must be provided.

b. Appropriate vol ser numbers of tapes (tape numbers), must be used for
each run.

c.  Appropriate label numbers (file numbers) and PSN’s (file names) must be
used.

d. The non-standard control cards (cards with asterisk (*) instead of slash {/)
in the first two columns) are designed to use at the University of Nebraska
Computer Network only. Students at other institutions are advised to
consult their local computer facilities for any modification that is locally
needed for executing the programs.

29
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APPENDIX C

PROGRAMS FOR (1) LEEDATA, (2) LEEPLOT AND (3) LEEGRAF1

»

(1) LEEDATA

PG AM NAMT LEEDATA

=

THIS Ppt;R\ﬁ PRODUCES A SUMMARY = THE QUTPJUT FILE °P#0DJCED BY LESSURT

A

AN AR E T o RN Y o AT N R

THE FLCRIVMAT JIF THF DUTPUT FILE 1S AS FCLLLLWS:
COL1 THROUGH B VALUS
ClL 9% THROUGH 16 FREQUENCY COUNT OF THAT VALUE

INPUT IS5 FEAD ON UNIT NUMABER LD
DUTPUT 15 PROUCED CN JUNIT NUMADER 11

]

N2TS=0
2P AD (10
1 FIYWMAT (1
JVAL=1VAL
KVAL =]
31 READ (10, 1+=ND=100) IVAL
IF (IVvAl—-JVAL) 20,10,20
. 27 WRITE (11.2) JVAL +XVAL
: WRITE {(6.b06A) JVALKVAL
21 0AMAT (218)
JVAL =T VAL
NPTS=NPTS+1
N Kval =1
G0 TDO 30
17 KVAL=KVAL+]
423 GC T 31
. 100 WRITT (11+2) JVAL,KVAL
! WRITE (6,0066) JVAL,KVAL
6HE6 FORPMAT (1X,2110)
NPTS=NPTS+1
WRITE (6.101) NPTS
131 FOGRMAT (IX,18," PCINTS FLRT SUMMARY®*)
5Tap
END

'
i

1+END=100} IvaAL
4)

31



(2) LEEPLOT

C
C PROCRAM NANT S LEESLETY
P
C THIS PROGRAYM PRIIARIFS A FLILD 3f PLIT DATA FRIIM THF CCM3INED
. CUTPUT UF ALL LEEDATA UINS. INPUT NDATA FRUM LEEDATA 1S READ ¢
C UNIT NUMBFR 10 AND WRITYEN (N UNIT NUMBER 11
C
3 NPTS=9)
i READ (10,1} IvAaLA, IVALD
i 1 FCRMAT (218)
JVALA=TIVALA
. JVALR= IVALS
: 1 RFEFAD {1041 +END=100) IVALA,IVALR
IF (IVALA—-JVALAY 20,10:20
- 29 WRITE (11.1) JVAL AJLJIVALS
WRITF (6,.6666) JVALALJVYALT
4 Ol FIRMAT (IX4213)
: JVALA-T vALA
& JVALH=TVALA
NDTS=NPTSH]
B Gl TO 31 )
17 JYALu=JVALH+IVALD
G0 TN 31
- 1O W™ ITE (11s1) JVALA,,JVALH
WRITE (H+60666) JVALA, JVALRA
- MOITSH=NPTSHL
WRITT (6,101) NPTS
" 101 FORMAT (1 X.18.% PCINTS TC PLCT*)
ST
ﬂ END
&
-

-
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(3) LEEGRAF1

. PRV AM LA A LIt sliatr )
TIID s 1P o AWM CRTAT LS A PLUOY FILE R THLE AT A 2RuDUCCD JY LETPLNDT
; Pigsm L0 P IRy 1S HUILT OGN O UNIT NUMAITR O4. T41S FILE IS ACCESSZD AT
LN UNID FER PLITTING HY THF COMPLOT PTC—-4 ML TTLR.
o THE P<OGRAYM MAY FASILY HE CHANGED FOR USF wWITH OTHER PLOTTE RS .
. INPUYT DATA [S READ ON UNIT NUMBLCR 10.
(.

CALL ABYLNZI*PAUL S Toe LEE',.'S06606299%,04+1%}
DITMENSTON XVAL(439),YVAL(A4 35 ) XLABELO ), YLARZLL3)
DATA XLASEL/Z*MEANY /

DATA YLABEL/S® FR?Y 2 *FQJIE *» NLY */

1=1

XVAL{1)=0.0

YVAL{1) =0.0

DATA TO 97 PLCTTEN IS READ INTC ARRAY PUOSITIONS 2 THRUU N+1
IF THERE ARE N PCINTS TG PLLT
THIS 15 DONE SO THAT THE SUBFOUTINF SCALLC WlLL SCALE DATA
FOR A GOID SHAPEFD CJRVE AND INCLUDE THE URGIN IN THE GRADH,
[=2
- SUM=0."
T5TD=0.90
YNUM=0.0
2 READ {10,1,END=100) XVALIT).YVALLI)
1 FIRMAT (F3al +FBa0)
I=1+4+1
GO YO 2
100 I=I-1

alatalals’

i'ﬁ

SRINT DISTRIBUTIGN

aiela!

. WHITF (6.,200)
200 FORMAT (IH1.*DISTRIBUTION UF SAMPLF MUANStY, /)
WRIYE (6.201)
201 FORMAT (1X+"MEAN',5X, *FREQUENCY?")
De 202 3=2,I1
SUM=SUM+XVALL J)Y*YVALL J)
YNUMSYNUMEYV AL (J)
202 WRITE (6+203) XVALC(J)»YVAL{J)
293 FORMAT {I1X+F5.1:5%XsF80)
SUM=SUM/ZYNUM
DD 2048 J=2,1
STR=0(SUM—XVAL{JY Y ®(SUM=-XVAL{J) })RYVALI( 3}
204 TSTD=TSTD+STD
ARITE (6.666) TST(D
e WRITE (6,667) YNUM
: HH66 FORMAT (11X, *SUM OF DIFFERENCES SQUARED '»E15.10})
i 667 FORMAT {1X,"TOTAL NUMBER OF SAMPLES *,E15.10)
TSTD=TSTOD/(YNUM=1,) .
YRITC {(64663) YSTD
663 FORPMAT (1X4+*S SQUARED * ,E1S.10)
TSTD=SAORT{TSTD)
WRITE (6.,669) TS5TD
63 FGRMAT (L1X,*STD DEV  * ,EL15.10)

22

NPTS=NUMBER 0D PCINTYS TC PLOT

alREs!

NPTS=1
CALL PLCT (1454005 ,—3)
CALL SCALE (YVAL»9,50sN2TS41,10.0)
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700

1
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{3) LEEGRAF1 - Continucd

CALL AXIS{0,0,0.0sYLASBCL 1 239250 +20.0+YVAL(N?TSH+1},YVAL(NPTS+2),

10.0)

CAaLt SCALE [ XVAL QeSS eNPTS, 1,100

CALL AXIS (0.0:0.043XLABELs~41Ge501 DD XVALINITS+1) s XVALINPTS+2),
10.0)

X=Je

CALL 2L0OY {XsDeD,-3}

LAST=NR2TS+2

D3 IN0 I=2.,LAST

XVAL (I -1y=xvaL(l)

YVALL{ I -1Y=YVvALII)

NPTS=NPYTS~1

CALL LINE (XVAL.YVALSKNETS, 14143}

CALL PLOT (1.0,0.0,999)

STNP

ENTD
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APPENDIX D

JOB CONTROL LANGUAGE FOR (1) LEESAMPL, (2) LEESORT,
(3) LEEDATA, (4) LEEPLOT AND (5) LEEGRAFT

(1) JCL FOR LEESAMPL

Z/LECSAMPL JCB ZYSXDAae e« 00 *DRAW SAMPLES® ,CLASS=F, PRTY=0
7 *ROUTE EXEC UNL
/7% JOBPARM B=N041.TAPES=1,.TIME=10
/% JO08PARM HOLD=PURGL
s Z7MUUNT EXEC CONSOL
Z/7READE DD =*
MOUNT TAPE TO1103 RING IN
//7RUN EXEC PGM=LEESAMPL.YTIME=10O
Z/STEPLTIB DD DSN=AZYSX.DA160800.PAUL.LEE+DISP=5SHAK
Z/FTOBF0O0L DD SYSQUT=A
SZ7FTO7F 001 OD SYS50UT=0
F/7FT08BF001 DD DUMMY
Z/ZFTLI2F001 DD UNIT=TAPE VDL =SER=TO1103.LABFL={(5.,SL 1},
/7 DCB={RECFM=FB,LRECL=24,BLKSIZE=4800),
4 PSN=U305058
/Z/FTOSF 00 DD * INSFRT DATA CARDS FOLLOWING THIS CARD

’ (2) JCL FOR LEESORT

Z/LEESORT JOUB ZYSADAL 2+ «004*50RT DATAY .CLASS=(.PRTY =6
/*ROUTE EXEC UNL
7EJOADIPARM BIN=NO4L , TAPES=2
/¥ JOBPARM HOL D=PURGE
//7MCUNT EXEC CONSOL
S /READF DD *

MOUNT TO0O1103 NG RINS

LT0160 RING IN
F/RUN EXEC SORT, TIME=2
F/ZSCRTIN DD JNIT=TAPE+VCL=5ER=TO1103,LABEL=(5+SL)+2ISP=0LD,
’/ DSN=U305058
Z/7S50RTOUT DD UNIT=TAPE,:VIOL=SER=LTO160,LABEL=(1,5L)+DISP={NEW,KEEP),
27 NDCR={RECFM=FB.RECL=24,BLKSIZE=4800),DSN=50RTED
//7SYSIN DD *
SCRT FIELDS=(1,4+CH,A)
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(3) JCL FOR LEEDATA

/7L EEDATA JOB ZYSXDAeeesU0,*SUMMARIZE SAMPLE®Y 4yCLASS=CsPBRYY=6
ZFEROUTE EXEC UNL
/*JOBPARM B=N041,TAPES=1
/ ¥ JOAPARM HOL D=PURGE
/ /7MDUNT EXEC CONSOL
S /READF DD *
MAQUNT LYT0160 NO RING
F/7RUN EXEC PGM=LEEDATA
//7STEPLIB DD DSN=A+ZYS5X4+OAL608B00PAULLLEE sDISP=SHR
Z/ZFTOBFODL DD SYSOUT=A
//FTLIF00L DO SYSDUT=R
//FTL1OF001 DD UNIT=TAPE .VOL=SER=LTO160,DISP=0NLD.LABEL=C1 +SLss+IN}
/7 DSN=SORTED

(4) JCL FOR LEEPLOT

//7LEEPLUT J08B zvsan....oo.'DLDT DATA' yCILASS=C+PRTY =6
JR*RUCUTE EXEC UNL
ZxJOBPARM TAPES= O.dIN—N041 Y
Z *¥JNAPARM HOLD=PURGE
S/7S0DORT EXEC SORT
Z/7SORTIN DD DONAME=INPUT
Z/750LRTOUT DD UNIT=ZSYSDA, DCH={(RECFM=F8,LRECL=80,BLKSI1Z/E=80001},
77 SOACEZ(B0004{542))sDSN=CEDATA+DISP=(NEW+PASS)
Z/SYSIN DD % )
SCGRY FIELDS=(1+3.CHsA)
ZZINPUT DD % INPUT DATA FOLLOWS THIS CARD
//7RUN EXEC PGM=LEEPLOTY INPUY DATA PRECEDES THIS CARD
Z/Z7STEPLIB DD DSN=ALZYSXJDALGOBOO PAULJLEEWDISP=5SHR
//FTO6F001 DD SYSOUT=A
F/FTILIFQOL DD SYSJUTY=A
Z/FTLOFO0L DD DSN=EEDATA.DISP=(0OLD+PASS)

(5} JCL FOR LEEGRAFT

F/ZLEEGRAFL 408 ZYSXDAews «200,*PLOT*,LLASS=A

/Z*RACUYE FEXEC UNL

/S *JUBPARM B=N041

S /RUN EXEC PGM=LFEGRAF ]

S/STERLID DD DSN=ALZYSX.OAL60800 aPAUL LEE.DISP=5HR
FAFTO6F Q01 DN SYSOUT=A

S7EY03F001 0D UNIT=SYSDAsVOL=SER=TEMP,DISP=(NEW,KEZP},
7/ DUB=({RECFM=FB,.,_RECL=144,8BLKSIZE= 1440)0

7/ SPACE=(TRK,{2+2):RLSE).,

s/ NDSN=2LOTIL

Z/FTOAF 001 DD UNIT=SYSOALDISP={NEW,PASS) ,DSN=LEPLT_QG,
7/ SPACE={TRK.{(1,41))+DCB=(RECFM=F,,LRECL=8B0,8LKSIZE=80)
F/FTOSF 001 DD *
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APPENDIX E

ESTIMATE OF COST OF RUNNING SAMPLING PROGRAMS

The following cost estimates are based upon using priority @ and rates in effect

June, 1978.

LEESAMPL

Approximate cost:

Cost is proportional to number of samples, i.e., 150,000 sampies =
: 50,000 samples =

LEESORT

Approximate cost:

$8.00 for 100,000 samples.

$2.00 for 100,000 samples.

Cost is also proportional to number of samples.

LEEDATA

Approximate cost:

$1.50 for 100,000 samples.

Cost is proportional to number of samples.

LEEPLOT

Approximate cost:

LEEGRAF1

Approximate cosf:

$1.00 per sampling scheme,

$1.00 per plat produced.
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