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With the current availability of massive data sets associated with stock markets, we now have opportunities to apply newly developed big data techniques and data-driven methodologies to analyze these complicated markets. As stock market data continues to grow, analyzing the behavior of companies listed on the market becomes a massive task, even for high-performance computing systems. Hence, new big data techniques like network models are very much needed. We conducted this study on data collected from CRSP during the years 2000-2021 inclusively.

In this study, we proposed a novel population analysis by constructing a correlation network model based on the monthly data of different companies’ excess returns; additionally, we employed the Louvain clustering algorithm to generate individual clusters/communities. After constructing correlation networks from input data, hidden knowledge was extracted from the network by using community detection and measuring network centralities. The Louvain algorithm was applied to the network as a data analysis shortcut tool and grouped different companies with high correlations or similar financial behavior over the period of study. In each community, different centralities were measured. Centrality measurements came from Closeness, Betweenness, and Eigen centralities for this study. The empirical result of this study showed that the
meaning of centrality measurement in network analysis in the stock market has a different meaning compared to social network analysis. In most networks, high central entities are the most important entities; however, in this study, we learned that high centrality is not something that researchers should look for when developing and building a portfolio with low risk. What was discovered was that nodes in the network with lower degrees of centrality led to developing a diverse portfolio with lower risk, with acknowledgment of the Modern Portfolio Theory.

Since this new approach was applied on the years 2000-2021, this study revealed behavioral patterns from stock movements depending on different events such as the 9/11 attacks, 2008 economic crashes, and the Covid-19 pandemic. As a result of this study, we would like to suggest a system based on a weighted portfolio to make a proper decision in selecting portfolios that can outperform the benchmark during normal circumstances or crises.
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The Financial Market is a market in which people trade financial securities. Securities include stocks, bonds, and precious metals. The stock market is an equity or share market, which is an aggregation of buyers and sellers of stocks. In other words, the stock market refers to the collection of markets and exchanges where the regular activities of buying, selling and the issuance of shares of publicly held companies take place. In the market, different companies from different economic sectors trade stocks, with the purpose of gaining profit. The market mechanism and market behavior are major concerns for long-term investors because they desire to make the most profit out of their investment. In fact, the way the stock market works is an age-old problem that researchers have analyzed using different tools and machine learning mechanisms. Investing in the stock market has continued to represent major challenges for many investors around the world.

The business world can be unpredictable, and even the most experienced investors may struggle with decisive actions. This unpredictability stems from factors such as institutional and political constraints, the specifics of economic processes in each country, the accessibility of information (and information dissemination), and so forth. While all these factors are crucial in business making decisions, the way in which people and consumers perceive and take in information is even more critical [1]. Predicting the trends of various stock entities has always been a challenge for both investors and
analysts aiming to study these trends. These analysts are interested in how various factors cause investors to survive in the market, and how they affect market performance.

Knowing the impact these factors have will better the understanding of the market’s mechanism, and therefore help predict future movement in the market. Finding the trend of movements requires investors to obtain knowledge regarding fluctuations and the reasons behind them. Various research papers have aimed to find the reasons behind the stability and instability in financial markets.

The behavior of financial markets is, in majority, based on two theories: market equilibrium and behavioral theory. The market equilibrium stands for the availability of information for every investor in the market [2]. The behavioral theory seeks the influence of the psychological process in decision making while investors interpret the market based on their information on making investment decisions [3]. Therefore, even though the information is available for everyone, investors’ decisions are influenced by the behavior of other investors. These theories tend to work well under normal circumstances, but it is unclear whether they hold during unexpected situations or disturbing events like economic crash or Covid-19. Many unknowns are associated with the emergence of unexpected crises and their economic impacts. Hence, this brings new challenges for policymakers in their process of making appropriate decisions.

The effect of each crisis depends on the size of the impacted economy and its degree of vulnerability [4]. For example, throughout the economic crash in 2007-2008, primarily caused by the housing bubble, the financial stocks shot up because of the huge amount of fiscal monetary stimulus packages and other governmental support. During the
Spanish Flu pandemic, sectors related to entertainment suffered twice as much compared to companies in the health sector [5].

The 2020 pandemic brought society to an unprecedented point where people were required to work from homes and use online stores for purchases. As a result, companies belonging to specific sectors, depending on the nature of their business, were likely to be affected more than others. Under normal circumstance, consumers spend more in consumer discretionary products. On the other hand, during economic hardships, consumers tend to focus on spending more on essential products. However, the recent data from stock markets showed that consumer behaviors did not follow their usual pattern. For example, during Covid-19, stocks belonging to companies like Amazon went up and such stocks seem to benefit from the situation. Such profit did not appear to be related to any economic boosting. The response of the market seems to be less predictable and depends on specific conditions that society and consumers are faced with.

Attempting to understand the key aspects of stock markets, like when to buy or sell stocks, or which stocks are performing well/poor, remains extremely difficult. New approaches need to be explored to extract knowledge from available data and allow investors to understand the behavior of the financial markets under different circumstances. Although many studies have been conducted to address these issues, they have primarily focused on using statistical models. Fundamental analysis and technical analysis [6] are two ways to analyze stock markets from a financial perspective. Fundamental analysis aims to calculate the intrinsic value of the stock with the information of the company and the analysis of the financial statements, and to compare it with the current value to make the right decision about buying and selling the stock of
the company; technical analysis is applied to find the right time to buy or sell a share. Researchers have analyzed the financial market from a big data analytics perspective using various computational and statistical methodologies, including Artificial Intelligence, Machine Learning, Artificial Neural Networks, Fuzzy Logic, and Support Vector Machines [7].

The goal of analyzing data from financial markets is to find hidden patterns that reflect how companies perform for a given period and what the primary factors that impact their performances are. Due to the high volume of data and the complexity of the relationships between companies, big data techniques like graph models and network science are very much needed. With the goal of conducting correlation network analysis in mind, we can structure the data in such a way that facilitate finding common patterns or similar behaviors among companies [8].

This study introduces population analysis and demonstrates three different applications of stock market network analysis. First, similarity/correlation network and community detection algorithms were used to group the stocks that have similarities in their behaviors across different communities. Second, population analysis utilizing network properties and enrichment analysis helped recognize the reasons behind the similarities and differences between one community compared to others. The last application employed in-sample and out-of-sample analysis to utilize the structural stock market network to develop the portfolio selection process. This analysis considered datasets throughout different periods of time. Therefore, the study proposed a population analysis that used correlation network and graph properties and compared the result of the analysis against well-known benchmarks, such as the S&P 500. The main reason for
conducting this research is to use population analysis to optimize portfolios. The traditional approach to optimizing portfolios uses statistical methods to calculate the variance of prices and returns on the selected securities of the portfolio. In this manner, portfolio selection and strategic planning are based on investors’ goals, vision, timeframe, and the amount of risk that investors are willing to take. Our proposed approach used population analysis utilizing network analysis and its specific properties such as Eigen centralities, Closeness centralities, Betweenness centralities, and enrichment analysis to allow investors to build their portfolio based on a high-yield strategy with proportional risk.

In the following section, problem statements, identified gaps, and terminologies that were used in this study will be explained.

1.1 Problem Statement

This proposed research is to create a more robust correlation network model that will identify the significantly enriched input parameters and compare various groups of stocks with different performances using population analysis. Previous studies do not show how network and population analysis can help investors build their portfolios. Several gaps were identified from previous studies regarding stock market analysis.

1- Comprehensive studies have not been conducted to see what type of stocks are suitable for investors’ portfolios for various sectors of the United States stock market. Up to now, studies have focused on different machine learning techniques to predict the future movements.
2- A comprehensive study is required to check companies’ behavior in different sectors during different time periods to find patterns for all the condition (normal circumstances or crises) in the United States stock market. So far, studies focus on financial perspectives and statistical approaches and there is a lack of big data analysis in financial domains.

3- From previous studies, the significant parameters were not recognized based on overall stock performance and specific time series analysis.

4- There is a lack of robustness analysis on the correlation network models.

5- So far, there is no correlation network model that can recommend a portfolio based on normal and unexpected events that could enable investors or even ordinary people to identify which companies/stocks need to be selected in time based on their behaviors regarding their size and sectors.

6- A better and suitable/efficient clustering algorithm for correlation network models on financial markets have not been identified yet by comparing various clustering algorithms on finance databases.

To overcome the gaps above, we completed a comprehensive study of the US stock market from the CRSP dataset to analyze the groups/clusters of stocks using CNM and population analysis. At the end of this study, we conducted a recommendation system that will enable investors select their portfolios based on the results of this study.

All the gaps above could be overcome in different phases as below:

**Goal 1. Construct a comprehensive study:** For this research, the comprehensive literature review was conducted. The most relevant studies related to financial and statistical perspective were collected. Limitation and future works in those studies led to a more
advanced approach by applying the new methodologies. This study attempted to overcome the limitations from previous research and filled the gaps in the studies as much as possible.

**Goal 2. Construct the Correlation Network (CNM):** After conducting the comprehensive literature review and recognizing the gaps, a CNM was applied on the dataset collected from CRSP and Fama & French association. The outcome for the CNM was a list of the most correlated companies clustered into different groups. Stocks for potential portfolios were recognized based on different centrality measurements and portfolio selection formulas. Finally, a list of stocks in different sectors was compared with the S&P 500 benchmark for future decisions.

**Goal 3. Construct Case Studies:** Various case studies were conducted as part of this research. For example, temporal analysis was applied to the dataset to determine whether and how companies’ behaviors change over time. From different case studies, the list of companies that outperformed in different time periods were recognized. The Louvain clustering algorithm was applied on the CNM to find the most correlated stocks in different communities. To have robustness analysis and avoid sample bias issues, different datasets were designed as in sample and out of sample and networks were constructed based on different correlation coefficients. The purpose of robustness analysis was to show that obtaining significant parameters is not dependent on the correlation coefficient. A three-step validation process was utilized in these phases. Step one was cross checking the result with previous studies; step two and step three was discussing the results with the experts in the financial domain to take their opinion and know the correct meaning of the produced results and new knowledge.
Goal 4. Construct the Pipeline: Creating the pipeline was one of the main goals of this research. It means this research tried to come up with a set of codes that could be used on different databases extracted from financial markets and produce the final outcomes in terms of significantly enriched parameters and performance plots for comparison of all the significant clusters. R programming language was used in this study to create this pipeline.

Goal 5. Construct Decision Support System: A recommended portfolio in terms of a decision support system was the outcome of this research. For this to happen, different packages and functions were used from R dashboard to evaluate the weight of stocks in the potential portfolio. The final evaluated stocks shaped the candidate portfolio that could outperform the benchmark and have a higher Sharpe ratio.

1.2 Business Terminology

Excess Return (ER): The return of investment in securities or portfolios that outperforms a benchmark or index with a similar level of risk is called excess return. These returns are widely used to measure the added value created by a portfolio or investment manager, or to measure management's ability to overcome the market. This value obtains with subtracting companies’ return from market’s risk free.

Portfolio: A portfolio is a set of different securities owned by an investor. The return on investments in a portfolio will be equal to the average return on that portfolio; however,
portfolio risk is often lower than the average stock risk in the portfolio and its amount depends on the interaction of events on the stocks in the portfolio¹.

Sharpe Ratio: Sharpe ratio is a measure of return on credit. This ratio was created by Nobel laureate William F. Sharpe (William F. Sharpe). Sharpe ratio is the return on excess of the exchange rate without any unit of volatility or total risk.

1.3 Network Terminology

Betweenness Centrality is the indicator of centrality in a graph based on the shortest path. Betweenness centrality is a way of detecting the amount of influence a node has over the flow of information in a graph [9].

Closeness centrality is the sum of the total distances from one node (v) to all other nodes in a network [10].

Eigen centrality measures a node’s impact based on the number of links to other nodes in the network. The Eigen centrality reflects the importance of nodes connected to the current node because not all nodes are equivalent [11].

1.4 Organization of Dissertation

This dissertation is structured as follows. Chapter 2 will provide a literature review about correlation networks, works related to network analysis in the financial market and other domains, network analysis with emphasis on crises and network properties, and the

theoretical framework behind in financial domains. Then in chapter 3, our proposed comprehensive conceptual methodology framework will be discussed. Chapter 4 will explain how we addressed research questions. Chapter 5-9 contains different case studies that were designed to answer research questions in different scenarios. Chapters 5-9 can be comprehensive chapters by themselves. Those chapters contain case studies and their building blocks including an introduction, datasets, methodology, and outcome. Chapters 5-9 paint a picture of how the model was developed overtime. Chapter 10 will address the robustness analysis for our research. The last chapter, chapter 11, will address the discussion of the results, the limitations involved with this work, and how said limitations can be addressed in future studies.
Analysis of a network involves the recognition of which entities are connected to others in a network diagram. The entities and how they affect each other are important in finding the most influential entities in the network. A correlation network model (CNM) is built by groups of nodes (vertices) and edges in the graph model. Two nodes are connected by a directed/undirected edge if and only if their correlation coefficient is 0.75 or more. CNM is relevant, as the highly correlated nodes or nodes with dense connections would give us the information about the nodes with the same kind of behavior or characteristics. A regular network contains several components that interact with each other. The analysis of a network is the recognition of which entities are connected to others in a graph.

The strength of the relationships (i.e., the strength of the edges) can be measured with different kinds of correlation coefficients such as Pearson, Kendall, and Spearman. The coefficient of continuity is always between -1 and 1. A correlation coefficient above 0 means that there is a positive correlation; the closer the coefficient to +1, the stronger the positive correlation. A correlation coefficient below 0 means that there is a negative correlation between the two variables, and the closer the number is to -1, the stronger the negative correlation. Various correlation coefficients can be used as measurements depending on the nature of the data that creates the correlation network. For example, if the data are normally distributed, the Pearson correlation coefficient will be used to establish the edges’ connections. A Pearson correlation-based network is an unweighted/undirected network that constructs and measures the network using Pearson correlation coefficients.
2.1 Different Types of Correlations Coefficients

Pearson $r$ correlation: Pearson $r$ correlation is the most widely used correlation statistic to measure the degree of the relationship between linearly related variables. For example, in the stock market, Pearson $r$ correlation is used to measure the degree of relationship between the two stocks that are related to each other.

Kendall rank correlation: Kendall rank correlation is a non-parametric test that measures the strength of dependence between two variables.

Spearman rank correlation: Spearman rank correlation is a non-parametric test that is used to measure the degree of association between two variables. The Spearman rank correlation test does not carry any assumptions about the distribution of the data and is the appropriate correlation analysis when the variables are measured on a scale that is at least ordinal. With company size, then we can recognize other factors related to the companies for further analysis.

2.2 Correlation Networks in Various Disciplines

Different research domains such as social computing [12], biosciences, and civil engineering used correlation networks in their analysis [13]–[19]. The theoretical framework behind the correlation networks can address different problems in different domains. Another benefit of using the correlation network is extracting hidden information by using advanced visualization tools such as clustering [20]. In bioscience, using
clustering methods on the complex network created based on biological entities could help researchers recognize active genes associated with various stages of disease progression [15]. The outcome of the research could detect different early health conditions in different patients. They also allow researchers to utilize advanced visualization tools at different granularity levels [20], [21]. Recently, researchers used the correlation network in the civil engineering domain to assess the safety, deterioration, and performance of bridges and their infrastructures [13], [16], [19].

2.3 Analyzing Financial Markets: Different Perspectives

In a big data analysts’ perspective, researchers have analyzed financial markets using various computational and statistical methodologies, including Artificial Intelligence, Machine Learning, Artificial Neural Networks, Fuzzy Logic and Support Vector Machines [22], minimum spanning trees (MSTs), and Planar Maximally Filtered Graphs, which are a topological generalization of the MSTs [23]–[25]. Additionally, large and complex daily and monthly reports produced by financial markets can benefit significantly from utilizing big data analytical tools such as network models and correlation analysis. A correlation network model (CNM) can be built by assuming that each company/stock is a node (a vertex) in the graph model, and two nodes are connected by a directed/undirected edge if and only if their correlation coefficient is above a particular threshold (such as 0.75 or above). The correlation network in the financial domain can be created based on different input variables such as prices or companies’ returns. In [23], [26], based on the similarities in daily prices in different stocks, researchers built a
The correlation network analysis brings opportunities to the researchers to uncover hidden information from the network. For example, in [22], researchers could predict the next day’s events using time series data in the correlation network using Hidden Markov Models to forecast the stock market. The result of different studies using big data techniques showed that governments could make use of the results of correlation networks while making economic decisions [28], [29].

In the big picture of acting correlation networks and how these networks are useful, [30] prove that the results of a correlation network can help governments to make wise economic decisions. There is a possibility of creating different sizes of network complexity. Researchers could build a small network constructed from just a few entities, such as price indices, companies, and stocks, or construct the network as a worldwide network [26], [27]. Analyzing the financial market with a correlation network and applying different machine learning techniques will release hidden information from the network.

---

2 A finance sector is a group of companies that fit into one of the main categories such as banks and financial services
3 Economic Sectors are large groups of the economy that categorized according to their place in the production chain
The behaviors in the financial market can be analyzed from a financial perspective through fundamental analysis and technical analysis [31]. Fundamental analysis is applied to find the intrinsic value of a share, and technical analysis is applied to find the right time to buy or sell a share.

There are also different statistical approaches to analyze the stock market (financial market behavior) [22], [32]. Recently, there has been a general inquiry as to whether a virus, similar in fashion to the novel coronavirus, has also affected financial markets in the past. Past researchers investigated the impact of the 2003 SARS epidemic on the economy and did not find any conclusive evidence showing that the epidemic had a large effect on the economy. They conducted a study using a non-parametric Mann-Whitney test and heteroscedastic t-test to examine the impact of the SARS epidemic on eight countries’ stock market returns [32]. The analysis did not prove any effect from the SARS epidemic on the stock markets of those countries. Researchers even discovered that there was outperformance in stock market indices during the SARS period. However, their analysis proved that stock indices were affected negatively by Covid-19 in those representative countries [32]. The study applied the same statistical approach as the SARS pandemic investigation (Pooled OLS regression, conventional t-test, and Mann-Whitney test) on weekly panel data for Covid-19 to find the impact of the pandemic on the stock markets of sixteen countries. The test result showed that when human-to-human transmissibility had been confirmed, all the stock market indices and investors’ behaviors negatively reacted to the news in both shorthand long events [32]. The study showed that when the number of Covid-19 weakly cases went up, stock markets return go down.
2.4 Network Analysis on Financial Markets with an Emphasis on Crises

The concept of network analysis is a growing topic of interest among many researchers across the globe. Through its devices, network analysis may be used to understand complex phenomena and systems in various fields of work. Such phenomena come in different forms, seeming to not even correlate to one another, displaying the wide range of applications available for network analysis. Disease virality, human information, infrastructure, and risk estimation in a financial context are all fields and phenomena where network analysis may come into play [33]. In biological studies, correlation networks come into play as an able tool, creating a way for vast sets of data to be input for analysis [20]. Resourceful insight can be extracted from network models displaying complex relationships through nodes and edges. A model reflecting the prior statement displays the interactions in a system, as well as complex relationships. For instance, microbial interactions in models of bacterial communities could highlight the relationship and dynamic between microbes [17]. Similarly, the functionality and ways of market dynamics, a focus of this literature, is also a prime example of the way information may be garnered from network models [33].

In the stock market, an established network can be used to observe and make predictions based on economic factors due to the cascading behavior of stocks [34]. In simpler terms, negative stock performances in communities can spread and impact a whole network [35]. Emphasis on researching relationships in the financial market is partly due to historical and even contemporary events, like crises, that have significantly impacted markets. Subsequently, the literature delves into the impact of the Great Depression and its
contribution to future market instability[36]. The collapse of 1929 highlighted the instability, as well as corruption, present in markets and proved how an economic crisis could have a major impact on social unrest and political discourse [36]. Additionally, periods of economic recession, like the 2007 crisis in the United States, lead to instability and consequences that hardly could be recovered from [37]. Such instability has made it so that even homeownership is not free of risk due to the mortgage and labor markets. Consequently, the increasing risk of homeownership contributes to economic and market instability [38]. The decline of housing prices in 2008 led to a weakening of the global economy, causing major losses to many financial institutions that were ruined or had to go through internal reconstruction. The crisis even called for some governments getting directly involved in response to the collapse of many financial institutions. Instability in one economy is bound to affect others’ depending on common factors; this is shown as events occurring to the United States’ economy are bound to impact India and the European Union’s economy [39]. Similarly, in the Asian financial crisis 1997, the collapse of the Thai currency ended up having implications on Japan, South Korea, Indonesia, and other Asian countries [37]. Due to such demand, many researchers have turned their attention to calculating risk and recognizing the signs of an oncoming crisis [40]. Importantly, the onset availability of data provides great insight to investors competing with corporations in the business sector.

There is no doubt that major activities in the stock market have an impact on the economy. Researchers study the stock market from different perspectives; some studies have tried to analyze the market theoretically, and others look at the market empirically. Such studies could have been conducted with statistical analysis, big data overview,
financial perspectives, etc. The purpose of these studies is to deeply analyze the market to find the patterns behind the activities, predict the future movements, collect enough information in different periods, and to design proper strategies for any unexpected events to help the market recover as soon as possible. Therefore, researchers have tried to conduct different studies applying different methodologies to clarify the effect of different movements either in crises or booms. In [41], the reported study focused on analyzing the impact of the market theoretically and empirically. The result of the analysis showed that during the 1968-70 recession, there was 7% capital loss, 7% in nominal value, and 19% in real terms. Regarding the effect on economic sectors, corporate shareholdings declined by 14% [41].

The United States economic crash in 2008 was the result of a false housing boom, risky financial manipulations to grant high-risk mortgage loans, and lack of regulation of stock traders and speculators searching the capital market. The impact of this crisis brought major issues in different sectors: many lost their jobs in the housing sector, the financial market froze, and widespread economic recession occurred. Banks and financial institutions were forced to suspend lending, disrupting the economic cycle in many countries. Following these events, the world financial markets collapsed, the housing market stagnated, and the banking system’s problems continued for years. The result of the study[42] showed that besides major economic sectors, such as the financial sector and the housing sector impacted by the crisis, the utility sector had been impacted on three fronts: financing, demand, and expansion. Even though it has been 13 years since the 2008 crisis, researchers are still trying to find similarities and differences in economic sectors’ behavior with other crises such as the Great Depression, past pandemics (SARS), and recently the
Covid-19 pandemic. Another relevant study pointed out that studying simple mathematical models for economics is not enough to prepare for potential corrections to deal with future economic crises [43]. For example, the world was not well prepared to face the consequences of Covid-19 and its wide range of implications. Further, the study argues for the need of economists to work along with social scientists to better understand and face future economic challenges. The researchers in [44] compared various stock market crashes that happened in the 20th century and concluded that focusing on the stock market is not always a good indicator of economic health, nor is the success of the stock market an indicator of financial stability.

Another study of the 2008 great crash was reported in [45]. The study concluded that it would be a geopolitical setback to the United States. Other studies highlighted that banks needed to quickly respond to market fluctuations [44], [46]. Since one of the significant ways to invest in the United States is the stock market [47]. Researchers have studied the behaviors in the stock market during unexpected events like the SARS pandemic and Covid-19 pandemic to gauge public reaction. The researchers applied a non-parametric Mann-Whitney test and heteroscedastic t-test to examine the impact of the SARS epidemic in 2003 on eight countries’ stock market returns. The study showed that there was no significant effect on the economy due to SARS. However, the analysis of the stock market data during the 2020 pandemic demonstrated that stock indices were negatively affected in different countries [32]. Similar to the previous study on the SARS pandemic, researchers applied the same methodology on the weekly panel data to Covid-19 data to find any significant impact the pandemic had on the stock market in
sixteen countries. When the pandemic started and the time that different health departments verified human-to-human transmission, the stock market had both a short-term and long-term adverse reaction[32]. As of February, and March 2020, S&P 500 lost 1/3 of its value, and a group of researchers conducted a survey to measure respondents’ expectations and households’ financial prospects. The goal of the study was to find the impact of the 2020 pandemic on the households’ decisions and how they adjusted their plan for future investments, savings, and spending [47]. The survey was conducted on the aggregate equity market and dividends to investigate how expectations change in a crisis, such as the pandemic. The result of the analysis showed that the investors’ behaviors were equally likely to evolve during the crisis and Giglio et al. (2020b) documents that ”while respondents on average downward revised their short-run expectations about stock returns and GDP growth during the crash, they remained optimistic about the long-run outlook, and that disagreement across investors increased over the crash” [47].

2.5 Community Detection

Correlation networks represent a powerful analytical tool to address complex problems due to their ability to integrate different data types and benefit from a wealth of theoretical concepts obtained from graph theory and network science. They also allow researchers to utilize advanced visualization tools at different granularity levels [20]. For example, in bioinformatics applications, correlation analysis has been successfully applied to measure changes in temporal relationships among biological elements, which leads to
the early detection of several health conditions. Along with the availability of more data, the clusters extracted from such networks can allow researchers to identify groups of active genes associated with various stages of disease progression [15].

Since the correlation network is identified as a powerful method to apply for complex datasets; accordingly, the researchers need a community detection method to extract the knowledge from the network. Different approaches such as community detection and applying network properties can be applied on the correlation network models to extract the information from it. In this regard, different clustering algorithms tested from researchers for different correlation networks structures and efficient algorithms identified for each domain. For example, the Markov Clustering Algorithm (MCL) given in [48] has been shown to be the most efficient compared to various graph clustering algorithms and Louvain algorithm was identified as another efficient data analysis shortcut in financial domain.

2.6 Network Property: Emphasizing on Centrality Measurements

In the case of network analysis, generally, stocks are represented by nodes, and edges or links represent returns. In hindsight of economic crises, stocks’ behaviors are difficult to analyze due to complexities in networks. Through network analysis, researchers can determine network centrality, aiming to determine the significance of nodes in a network [49]. Adopting centrality measurements, as the literature states, could be key to determining the importance of stocks. Of course, grasping the concept of centrality and its means of measurement is crucial in building an understanding of nodes in a network of the
financial markets. As such, the literature roughly defines the means of measuring centrality as degree centrality (with focus on eigenvector centrality), Betweenness and Closeness centrality (central metrics).

Eigenvector centrality (degree centrality) stresses the significance of certain nodes in a network over other present nodes. In short, it determines that not all nodes are equally important in a network. Edges are crucial in assigning values to nodes in eigenvector centrality, meaning that the number of links a node has contributes substantially to its significance. However, a node with fewer edges could also have high centrality depending on the importance of said edges and which node they link to the analyzed node (central metrics). This is the reason that eigenvector centrality branches off degree centrality, which counts the edges connected to a node, therefore determining its significance in a network [50].

Closeness centrality creates a different approach to quantifying nodes. In closeness centrality, the importance of a node is determined based on its access to other nodes in a network; greater values signify greater importance as closeness centrality is determined by the reciprocal value of the average lengths of the shortest links between the given node and all other nodes (central metrics). Closeness centrality can determine how much a node can impact other nodes in a network since a node with high closeness centrality has more access to the other nodes in a network, and thus, more influence [50].

Betweenness centrality is the indicator of centrality in a graph based on the shortest path. Betweenness centrality is a way of detecting the amount of influence a node has over the flow of information in a graph [9]. It expresses the relative importance of a node by using the shortest path that node has created between other nodes.
Nodes can represent stocks and inside a network, and, depending on their centrality, they can be picked out to create an optimized portfolio depending on factors such as portfolio size. Therefore, it can be concluded that through network analysis of characteristics such as centrality, an optimized portfolio could be created to maximize gain in the stock market [35]. In related literature, the subject of study regularly makes use of data and networks with high centralities (i.e., [35]); however, other literature contrasts that statement and states that highly central nodes involve financially riskier investments [49]. Said literature reiterates that favorable portfolios involve heavily investing in low-central securities [26].

2.7 Theoretical Framework

2.7.1 General Theories

The evolution of unexpected crises and their economic impact is not clear. So, it brings challenges for policymakers in their process of making appropriate decisions. There are different theories behind the behaviors in the financial market. The common theories are the Efficient Market Hypothesis (EMH), the behavioral theory, traditional and modern portfolio theory (MPT). The EMH stands for the availability of information for every investor in the market [2]. The authors of [51] defines the information in the market into three different categories: weak, semi-strong and strong. Weak refers to information about historical prices, semi-strong is about adjusting prices with previous public information, and strong refers to monopolistic access to information from investors. Behavioral finance dissects the way in which an investor makes their decisions, which in turn affects the
market. While it is true that people have a sense of reason and rationality, behavioral finance assumes that this rationality acts within limits. Behavioral finance can be split into two different subcategories: micro behavioral finance and macro behavioral finance. Both assume that investors make decisions based on their own psychological biases, thus causing their decisions not to be the best always. Such decisions may cause anomalies, or disruptions, in the market, which could have destructive effects on many individuals’ financial health, as well as the economy’s financial health. As such, these anomalies must be stopped with the help of behavioral finance by understanding the psychology of the market and its investors as to make decisions to counteract the anomalies. Micro behavioral finance attempts to analyze behavior, and macro behavioral finance discloses and describes anomalies of the EMH that could be explained by models of people’s behavior [1], [52]. The behavioral theory seeks the influence in the psychological process in decision making while investors interpret the market based on their information for making investment decisions [3]. Therefore, even though the information is available for everyone, people’s decisions are influenced by other investors’ behavior. Accordingly, this research tries to analyze the companies’ behavior in financial markets considering behavioral theory and EMH.

2.7.2 Portfolio Theories

A portfolio, known as a portfolio of assets or an investment, is a combination of diversified assets that can include investing in housing, banks, stock exchanges, coins, currency, gold, and so on. So far, two theories to building a portfolio have been adopted: the traditional and modern theory (Curtis, 2004). The traditional approach implies that all
investors should have a personal portfolio that is unique and tailored to their needs [53]. This means that investors need to estimate the yield on the securities they intend to invest in before making their portfolios. Then, after estimating the yield, they select the securities that are expected to have the highest returns in the future for investment. American economist Harry Markowitz criticized the traditional portfolio theory [54]. He believed that it was almost impossible to find a share with the lowest risk and highest return, and that if people wanted to build a good portfolio, they need to find a balance between risk and expected return [55]. Markowitz believe that people should not only measure the risk but return of an asset for investing led to Modern Portfolio Theory. The theory was formed on the assumption that investors are inherently risk-averse, but their ultimate purpose is different [56]. In a 2004, study, Roy tried to provide a practical way to determine the best amount of interaction between risk and return. According to Roy, investors initially sought to preserve their original capital, then they would consider the minimum rate of return for their capital [57]. Therefore, they tried to avoid selecting the stocks/assets that had high deviations in their returns. Researchers in 1994 tried to evaluate investment funds’ performance [58]. They used the word undesirable deviations for funds with a rate of return below the target rate. Their analysis of monthly data for the previous ten years in December 1992 for two mutual funds and six stock market indexes proved the usefulness of risk to be undesirable in evaluating the performance of capital funds [58]. Designing a framework of eighteen retirement funds for a performance assessment based on Sharpe ratio showed that undesirable risk in performance evaluation of assets is much better than focusing on the returns’ standard deviation [59].
The question now is how do investors optimize their portfolios for the highest expected return with different levels of market risk? Modern Portfolio theory holds that there is no such thing as a full investment. What is important and should be considered is choosing a high-yield strategy, along with proportionate risk. Modern portfolio theory argues that individuals can design an ideal investment portfolio that maximizes returns by considering the optimal amount of risk. By investing in more than one share, the investor can gain the benefits of diversification while reducing their risk. To calculate portfolio risk, the variance of each asset along with the correlations between each asset pair can be calculated [60]. The correlation between assets, the percentage of investment in each asset, and the number of different stocks in which they are invested affect the total portfolio risk [60]. By building a diverse portfolio, the risk of high-risk assets will decrease by adding low-risk assets to the portfolio. In fact, by adding securities such as treasury securities and units of investment funds, the risk of the entire portfolio can be reduced.

According to this theory, the risk per share consists of two types. The first type is the systematic risk or market risk that cannot be eliminated (such as recession, changes in interest rates on bank deposits, etc.). The second type of risk is an unsystematic risk (risk per share that may result from poor management or sales) [61]. In fact, diverse portfolio is a model for the optimal allocation of an individual’s wealth invented between risky assets. This model was focused on only the two factors of expected return and variance. In a 2002, study, Lien examined the relationship between risk and return in investment and creating portfolios. He pointed out the issue of investing. He mentioned that investing in financial institutions in the form of a portfolio needs a precise evaluation of the portfolio performance from several different indicators (i.e., return, share ratio). Moreover, with a
market focused largely on risk management due to unpredictability, equity sectors can make an effective addition to portfolios as they can increase investment rates and lower risks simultaneously. In accordance with MPT, assets that are not in direct competition with one another (meaning they do not correlate) help lower the risk in portfolios and can create opportunities for higher return rates. However, that does not mean it is a guaranteed fact as many factors come together to create an optimal portfolio [26], [62]. As the previously discussed literature states, lower centralities in networks (defined by nodes) could be the key to build an optimal portfolio to investors [49].

2.8 Shortcomings

From previous studies, we learned that there is a lack of big data analysis predicting the financial market movement. Current approaches are not as developed, and the quality of the results would not improve significantly with the addition of new data. To the best of our knowledge, there is a lack of comprehensive studies finding approaches to help investors build their portfolios. In this regard, constructing a portfolio based on computational analysis, such as correlation network and graph property, is needed. Analyzing the stock market is emerging to be a big data problem because it exhibits all the components of big data. There is a large amount of data with a variety of data types that need to be processed and stored. Therefore, there is a need for more data collection mechanisms.

In order to overcome the shortage in big data analysis in the financial domain, we designed a study using a combination of computational analytics techniques. The proposed method benefits from the availability of big financial data collected over many
years. This research is a combination of big data techniques since constructing correlation networks to find hidden information from networks and to find the market trend is a complicated process that cannot be achieved with traditional approaches. Moreover, revealing information from networks is a complex task. Clustering was one of the key tools we used to extract information from the network. Data clustering is an NP-hard problem that involves computationally intractable and heuristic problems. Since this study used clustering algorithms to extract a smaller group of companies with the highest degree of similarity, finding companies with similar excess returns turned into a heuristic process.

In this research, we aimed to conduct a comprehensive study of the US stock market using a novel population analysis approach. This proposed method aimed to study various events and see what sectors are resilient to said events, along with why and how they bounce back very quickly. Identifying these sectors could be an important source of guidance for investors to predict patterns in the stock market for financial gain, even in worst case scenarios. We want to enable investors to select their portfolios based on the results of this study and our recommendation system.
CHAPTER 3 METHODOLOGY

With the availability of massive data in the form of daily, weekly, and monthly in financial markets, researchers need to use powerful tools and techniques to get insight into data. Therefore, analyzing the behavior of companies listed on the market becomes a massive task, even for high performance computing systems. Hence, new big data techniques like network models are very much needed.

We proposed the use of population analysis and the employment of similarity network models as an objective measurement of the performance of each stock by showing the level of similarity among a population of stocks with regards to their ER over a period of time. The notion of population analysis employs correlation networks as a modeling tool and enrichment analysis as an analytical tool to reveal apparent and hidden patterns associated with the input data. The objective of population analysis in this study is to compare different communities extracted from the network in respect to a particular outcome measure, then identify which input features are enriched in this community. Because this study seeks to find the best portfolio as a diverse basket and the best match with famous indexes such as S&P 500, population analysis as the comparison tool is necessary.

3.1 Population Analysis

The term “population analysis” in the correlation networks analysis refers to comparing the group/cluster of nodes/companies with respect to various parameters.
Some parameters may be highly enriched in one cluster compared to another cluster. Applying a novel population analysis helped us compare individual data points with other data points in different clusters or populations regarding different performance levels. Therefore, population analysis allowed us to compare two or more clusters of companies with respect to one or more enriched parameters. The results of this analysis allowed us to discover the parameters that significantly affected the cluster. In other words, population analysis is the process of comparing and finding the various clusters to see how they are enriched with different parameters. In this type of analysis, depending on correlation network model (CNM) criteria and communities, different clusters were compared based on their properties to find the reason behind their enrichments. Further analysis such as portfolio selection process helped to identify the portfolios contain the stocks that can outperform the benchmark.

Accordingly, by applying population analysis on community detections, network properties, and portfolio selection process, different portfolios were identified as potential portfolios within the whole dataset. By utilizing all these processes, starting with population analysis, creating CNM, and ending with enrichment analysis, we were left with a small group of stocks from which to choose. Selective stocks could even be broken down further to find the stocks that are the strongest of the strong.

3.2 Network and Community Detections

Stock returns and their changes are among the most important factors in assessing the economic value of a company in the stock market, which reflects the investment decisions of individuals in the economic environment. Stock return changes are not
independent of each other. Hence, studying the correlation of stock behavior changes provides investors with a greater understanding of market performance. Stock market analysis based on networks provides a study of stock returns’ correlations.

In the large data domain, researchers can use network analysis to create a correlation/similarity network to extract underlying information. The similarity networks were represented using graphs where stocks were the nodes. Two nodes were connected by an edge if the corresponding stocks’ scores had a similar excess return pattern over the predefined period. We also utilized graph-theoretic mechanisms to zoom in and out of the population networks and extracted different types of information at various granularity levels. The use of network models also has the added feature that the quality of the analysis improves with the addition of new data, an important feature that traditional approaches, which focus on the assessment of each individual stock, do not have. This approach was particularly effective in analyzing temporal data or data collected for the same stocks over a period. The obtained networks can highlight consistencies as well as changes associated with certain groups in the financial market, which can be used in prediction analysis for planning purposes.

After constructing correlation networks from input data, hidden knowledge was extracted from the network by using community detection and measuring network centralities. Identifying communities containing highly correlated stocks provided information that could be used along with network properties, such as centrality measurements, to identify optimal portfolios. The Louvain algorithm was applied to the
network and grouped different companies with high correlations over the period of study [76].

3.3 Enrichment Analysis

The notion of enrichment analysis as a useful technique under population analysis can provide valuable insight into the group of communities that contain different stocks. Enrichment analysis in the sense of knowing which specific parameter makes the community noteworthy among the rest of the communities. After constructing correlation networks and detecting the communities, to identify key stocks’ parameters and find the significant parameters, enrichment analysis was employed on each community. In this study, the outcome parameter was the excess return (ER), and the input parameter was the sector and size of the companies. To find the significantly enriched sector/s and sizes in each community with respect to the remaining communities, we applied different correlation matrices between stocks in each community and compared the results.

3.4 Portfolio Calculation and Sharpe Ratio

Different graph properties could be applied to the network’s data, and it would be helpful if the analysis relies on those well-established metrics. The notion of centralities is one of the well-defined measurements in network analysis. The centrality measurements are predefined for both nodes and edges. The meaning of the centralities is dependent on the structure of the network. For example, in social networks (friend networks), the higher centrality for a node represents how important that node is compared to others with low centrality. This study attempted to build a diverse portfolio containing the companies with similarities in their ER. Therefore, we counted and interpreted the centrality measurements
as connections to other companies. The notion of Eigen centrality measures a node’s influence based on the number of links it has to other nodes in the network. In other words, Eigen centrality counts the number of links derived from a node while all links do not represent the same importance. Eigen centrality can be considered as an expansion of the degree centrality metric. The Eigen centrality reflects the importance of nodes connected to the current node, which means not all nodes are equivalent. Regarding the importance of nodes, in this study, the Eigen centrality displayed a value representing the connection strength among nodes; a higher value did not necessarily indicate a more critical node to be counted in portfolio selection, and a node with low Eigen centrality value could still be a good candidate in portfolio selection. Betweenness centrality is the indicator of the amount of influence a node has over the flow of information in a graph. Another notable measurement of centrality is closeness. Closeness centrality for one node can be calculated as the average distance of all distances from this node to all other nodes in the network [75]. Some scholars define closeness as the inverse of this average so that larger numbers would mean better performance. Closeness centrality scores each node based on their ’closeness’ to all other nodes in the network. Therefore, if a node with high closeness centrality is affected, then the overall impact on the connectivity and distances on the network is severe. Like the Eigen centrality value, the highest closeness centrality does not mean the stock should necessarily be considered in the portfolio.

After measuring centrality scores, a specific algorithm was constructed based on the equal weightage of the centrality scores which came from Closeness, Betweenness and Eigen centrality for this study. As a result of this algorithm, a final centrality score was obtained to select the stocks in the portfolio that could outperform the benchmark.
Different potential portfolios were selected based on the high and low final centrality score. In the next step, the Sharpe ratio was calculated for all potential portfolios in the manner of low and high central scores. The Sharpe ratio measures risk-adjusted returns and has become the industry standard to examine stock/portfolio performance [77]. Modern Portfolio Theory states that adding assets to a diversified portfolio in which the assets are less than one when correlated with each other can reduce portfolio risk without sacrificing returns. Such diversification helps increase the Sharpe ratio of a portfolio. Although a portfolio can benefit from a higher return than its counterparts, it is only a good investment option if the additional risk does not accompany the higher return. The larger the Sharpe ratio of a portfolio, the better its adjusted performance is relative to risk. The performance of each potential portfolio was compared to the benchmark as well as the Sharpe ratio for low and high centrality score.

3.5 Weighted Portfolio

In this research, we seek to introduce a strategy that can be used to construct a portfolio. The aim of this study was to find the best strategy that investors can use from a certain investment perspective. In this study, many steps were taken to find the best strategies to build an optimal portfolio. First, different case studies were designed to understand stock movements and how they can behave in a portfolio. Then, based on the results of the aforementioned case studies, a practical strategy was suggested to determine the optimal approach to building a portfolio.

After grouping companies into low and high-central stocks, each low and high subcommunity’s excess return was compared against the benchmark. The comparative
results showed that low central stocks could outperform the benchmark. In other words, low central stock can predict the market movement; additionally, the diversity in groups of low central stocks was higher than high-central stocks in the terms of sector and size.

It is worth noting that stocks in the low and high central groups had the same weight. Meaning that, if there are 10 stocks in low-central stock, the weight (contribution) of all stocks is 1/10 of the share. The Sharpe ratio for this group of stock was smaller than those of high central stocks. This shows us that low central stocks can outperform the market, but at the same time, have smaller Sharpe ratios. As such, we moved to the final stage of our analysis: portfolio optimization. Importing candidate portfolios in R or Excel and using the Solver feature can change weight for stocks and get portfolios with higher Sharpe ratios. Therefore, we could optimize the weight of the stocks in low central subcommunities and get higher Sharpe ratios. This way of comparison is more realistic since the benchmark contains weighted portfolio.

3.6 Advantages of the Proposed Methodology

Networks play an important role in a wide range of economic phenomena because the economy can be considered as a network in working progress. In each network, each agent only interacts with its neighbors and hence, the network and the graph have the common features. Researchers use these two fields of study as synonym processes. In the economy, each entity (stock, financial sector etc.) is assumed as a vertex on the graph, and the relationship between entities which impact each other are considered as edges. Using the graph properties and the results of the graph theory can examine networks.
Since the behavior of the economy is not isolated from the behavior of individuals, the economy as a network works as a central identity in which many factors can be affected by its equilibrium and achievement. Correlation network modeling is one of the methods that researchers apply to the financial/stock market. A CNM is built by assuming that each company/stock is a node (a vertex) in the graph model, and two nodes are connected by a directed/undirected edge if and only if their correlation coefficient is more than a predefined threshold.

Correlation network modeling is relevant, as the highly correlated nodes or nodes with dense connections would give us the information about the companies with the same kind of behavior or characteristics. From a correlation network, researchers can identify companies with similar patterns since they will be grouped in the same cluster. In other words, different clusters are formed from the highly correlated companies. Applying population analysis helps us to compare individual data points with other data points in different clusters or populations regarding different performance levels. Population analysis allows us to compare two or more clusters of companies with respect to one or more enrichment parameters. The results of this analysis allowed us to discover the parameters that significantly affect the cluster.
CHAPTER 4 HOW TO ANSWER RESEARCH QUESTIONS

The proposed methodology contained three main blocks: data procedure and filtering, population analysis which employs a correlation network, community detections and enrichment analysis, and finally, decision support system. The methodology in this study was gradually developed by designing the different case studies. Therefore, these three main blocks were progressively developed and applied to the datasets in the following case studies. In short, the methodology in this study was developed based on five case studies in order below (chapter 5-9).

The first case study was designed to examine the proposed approach to check the ability of the method to overcome the goals (chapter 5). The second and third case studies were designed to check the method during crises. Crises are unexpected events that affect the economy and society in different shapes. Depending on the economy, governments react to crises in different fashions. Some crises are expected, and some are unexpected. Expected crises are the result of previous economic decisions that did not produce the predicted results, such as the 2008 economic crash. For these types of crises, governments have set procedures to deal with their fallout. However, for unexpected events such as the Covid-19 pandemic, there was no way for governments to gauge the aftermath economically or socially. The following case studies (chapter 6 and 7) tried to test the model during the crises in 2002, 2008, and 2020. For those cases, we hypothesized about whether there is a relationship between the Covid-19 pandemic, the 9/11 attacks, and 2008 economic crash on the behavior of returns in different economic sectors. The fourth case study assessed the model for 20 years, from 2000 to 2021. The
result of the case study assessed whether the model could fabricate a potential portfolio that could outperform the benchmark. From 2000 to 2021, the socio-political state of the world experienced many fluctuations (chapter 8). The last case study was designed to show how the proposed model could select the stocks for the potential portfolio that can predict the market by having a good Sharpe ratio (chapter 9).

Each case study started with an introduction, followed by data procedure and filtering, methodology, and the analysis of results. Then, the limitation and future studies were explored; therefore, the subsequent case study was designed to overcome the limitations of previous cases. It is worth noting that each case study tests different correlation coefficients and clustering algorithms to ensure the analysis results do not depend on a specific correlation coefficient or clustering algorithm.
CHAPTER 5  A NEW APPROACH FOR ANALYZING FINANCIAL MARKETS USING CORRELATION NETWORKS AND POPULATION ANALYSIS

5.1 Introduction

Investing in stock markets has continued to present challenges for many investors around the world. Attempting to understand the key aspects of stock markets, like when to buy or sell stocks or whether stocks are performing well or poor, remains extremely difficult. Although many studies have addressed these issues, they primarily focused on using simple statistical models.

Fundamental analysis and technical analysis are two ways to analyze stock markets from a financial perspective [31]. Fundamental analysis calculates the stock's intrinsic value with the company's information, analyzes the financial statements, and compares it with the current value to make the right decision about buying and selling the stock of the company. Technical analysis is applied to find the right time to buy or sell a share by observing and analyzing stock price behavior in the past and using the patterns to predict the future price movements. Researchers have analyzed the financial markets from different perspectives using various computational and statistical methodologies, including Artificial Intelligence, Machine Learning, Artificial Neural Networks, Fuzzy Logic, and Support Vector Machines [22]. The financial market brings the opportunity for investors to have access to the large and complex daily and monthly data. This data can be used by big data analytical tools, such as network models and correlation analysis. This study aimed to use a population analysis and correlation network model (CNM) approach to determine the specific sector that dominates in the stock market. The purpose
of applying population analysis was to compare different clusters, or groups, of stocks with respect to a particular parameter such as companies' returns, economic sectors, and companies' capitalization. The network models allow researchers to analyze each element in the network and look for networks' characteristics and features that are not possible under traditional approaches.

The general objective of this research was to demonstrate how network and community analysis could be applied to stock market data. We proposed employing CNM to create a correlation network of companies based on the time-series data of companies' excess returns (ER). After creating a correlation network, we applied the GLay clustering algorithm, which is a community detection algorithm [63], to obtain a set of companies that have similarities in their ER. Based on different communities from the network, we identified the top two communities produced by the clustering algorithm for further analysis. We then identified the economic sectors that dominated the market between the years 2000 through 2004 and found their relevant capitalization. In this study, we aimed to answer the following questions: What type of companies have the similar behavior during 2000-2004 based on their ER and amount of capitalization (Research Question 1: RQ1), and does any other factor affect their behavior outside of network analysis (Research Question 2: RQ2)?

5.2 Material and Methods

There were two sets of data involved to this case study, one set of data was collected from the Center for Research in Security Prices (CRSP). In addition, another data set was collected from the Fama-French (FF) data library. The CRSP dataset
contained a list of stocks/companies with their monthly information. After data cleaning and filtering, we looked at companies’ Standard Industrial Classification (SIC), ER, and total capitalization (TCap) for all available stocks in the U.S. SIC is a code used to group companies with similar products or services at the end of the reporting period. SIC is used to identify companies’ economic sectors. Economic sectors are groups that are categorized according to their place in the production chain. TCap results from the multiplication of price and number of shares (in 1000s) for each company. Based on the companies’ capitalization, the companies’ size will be divided into ten categories called deciles. In this study, companies that belong to decile 1-5 are called small-size, and companies that belong to decile 6-10 are called large-size companies. ER was obtained by subtracting the return value (a parameter in the CRSP data set) from the risk-free value (from the FF data set).

Under population analysis, correlation network analysis was applied in time-series data to find hidden information when it could not be found using traditional approaches [34], [64]. In this study, cluster analysis was applied on the network to group different companies whose degree of correlation between two companies was above a threshold.

After creating the communities/clusters, all the parameters from CRSP were added to the companies in each community for further analysis to do cluster enrichment for that specific community. As the communities were formed with high correlations among the nodes, we could infer that the overall behavior of the nodes within each community is the same.
5.3 Data Acquisition and Filtering

Two separate data sets were utilized in this research. The Center for Research in Security Prices (CRSP) is a variation of the research-quality stock database, which contains monthly data of all companies from 1926 to 2018. This data set includes five parameters/variables (Companies’ ID (CUSIP), date, return, SIC, TCap). Another data set was collected from the Fama-French (FF) data library. Risk-free[^4] was the only parameter that was used from FF data set. As a major parameter in this study, ER reflected the overall performance of companies based on different factors such as economic sectors and capitalization. ER values range between -1 and 2. A value of -1 means 100% loss, and a value of 2 means 200% gain. To study the features of the correlation network for companies, we first established the correlation network by extracting data from different data sets. A network, represented by a graph, is a collection of nodes and edges, \( N = (V, E) \), where each node represents a company, and an edge between two nodes reflects the relationship between the corresponding companies. We established the pilot study for the years 2000 to 2004 (inclusively). The reason for selecting these years is because the 9/11 attacks happened during this period, and we would have liked to study what sectors of companies are better to invest in case of having an unexpected event.

During the time-period 2000 to 2004, some companies ceased functioning, resulting in some missing data points for those companies. Therefore, to avoid any biased results for this pilot study, only companies with all data points for 12 months in these five years were considered.

[^4]: risk-free is the rate of return of a hypothetical investment with no risk of financial loss over a given period of time.
years were extracted. At the end of the data filtering, out of 5280 companies, 3427 companies were extracted for further analysis.

5.4 Correlation Networks and Community Detection

The correlation network was created based on the ER. The time-series data of ER for the 3427 companies was recorded as an input matrix. In the matrix, there were 60 data points (time-series data of 60 months) for each company. Since the data set is normally distributed, we applied the Pearson correlation coefficient to the ER matrix. In the constructed correlation network, each company as a node (vertex) is connected to another company with an undirected edge if their correlation coefficient is 0.75 or more and their significance of correlation is less than or equal to 0.05. This created a correlation network with companies as nodes along with highly correlated companies connected by edges as shown in figure 1.
Figure 1 - Correlation network of companies’ data between 2000 and 2004

In this study, due to the high similarity between companies’ ER, cluster analysis was applied on the network as a data analysis shortcut tool to group different companies whose degree of correlation between two companies is above a threshold. Cluster analysis, or clustering, is a process by which a set of objects can be separated into groups. Each partition is called a cluster. The members of each cluster are very similar to each other in terms of their properties, and, in turn, the similarity between clusters is minimal. In this case, the purpose of clustering was to assign similar objects into one cluster and label with object’s membership in the cluster. The financial market network is one of the most complex networks, bringing significant challenges to visualization. Creating
clusters from this complex network consumed considerable time and computational resources, and the results are not always useful. By using a specific topology, we had an opportunity to visualize the clusters from the community structure. Therefore, for this project, we applied GLay community structure detection algorithm (available in Cytoscape [21] that identified as an efficient layout for very large networks. GLay community clustering was applied to the network with all default parameters in Cytoscape [21] on the obtained correlation network to produce communities/clusters. GLay clustering was used since it has the ability for disintegration and could be used for large and complex networks that contain many nodes and edges [63].

In this study, from the 3427 companies, 2580 companies were involved in the network based on the above referenced network organization. Out of 2580 companies, 2477 nodes were placed in two communities (communities one and two). The subset of these two large communities is shown in Figure 2 and 3. Hence, communities one and two were considered for further analysis, and various experiments were conducted on these two communities.
5.5 Experimental Results

This section discusses various network properties and the application of the population analysis on the correlation network.
5.5.1 Network Properties of the Communities

The correlation network in Figure 1 represents 3427 companies (nodes) and 657890 relationships (edges). This network had 25 communities that were formed with a correlation of 0.75 or greater between edges.

This network was a scale-free network that followed a power-law node degree distribution. The power-law degree distribution means there are many nodes with fewer degrees and fewer number of nodes with more degrees. Two top communities (with respect to the number of nodes) were selected from this network, and the communities’ statistics are shown in Table 1. Community 1 had 1402 nodes and 156778 edges, and Community 2 had 1075 nodes and 307087 edges. Some of the network statistics/properties of the top two clusters are shown in Table 1. The average degree of each cluster is the average number of edges of all nodes. The cluster density describes the potential number of edges present in the sub-network compared to the possible number of edges in the subnetwork. The higher the clustering coefficient, the higher the degree to which nodes in a graph are inclined to cluster together [65]. The higher values of the average clustering coefficient for each cluster/sub-network indicate that the nodes inside each cluster tend to be part of that cluster only. Table 1 shows that Community 2 had fewer nodes but had the highest clustering coefficient of 0.85. Once again, Community 2 had a higher density (0.532) compared to Community 1.

*Table 1—Network statistics of top two communities.*

<table>
<thead>
<tr>
<th>Community</th>
<th>Avg_Degree</th>
<th>Density</th>
<th>Corr_Coef</th>
<th>#Node</th>
<th>#of Edges</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
In this study, the data set obtained from communities was analyzed based on various parameters, such as economic sectors, companies’ capitalization, and their degrees. Economic sectors are large groups of the economy, grouped according to their place in the production chain, by their kind of work (product or service) or ownership. There are 12 economic sectors in the economic era: consumer staples (NoDur), consumer discretionary (Durbl), industrial (Manuf), basic materials (Chems), energy (Energy), information technology (BusEq), communications (Telcm), utility (Util), real estate (Shops), health (Hlth), finance (Finance), and other (Other).

The degree indicates how many times each company is connected to other companies based on similarities in their ER. According to the degree range for the companies, we ranked the number of degrees into five categories. For example, rank one showed degrees between 1-200, and rank five showed degrees between 800-1000. The higher rank means more similarity with other companies within the cluster.

Companies’ capitalization results from the multiplication of price and number of shares (in 1000s) for each company. In the financial domain, a company’s capitalization is divided into ten categories that are called deciles. A decile is a quantitative method of

<table>
<thead>
<tr>
<th></th>
<th>223.689</th>
<th>0.16</th>
<th>0.71</th>
<th>1402</th>
<th>156778</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>571.325</td>
<td>0.532</td>
<td>0.85</td>
<td>1075</td>
<td>307087</td>
</tr>
</tbody>
</table>

5.5.2 Cross-Tabulation Properties
splitting up a set of ranked data into ten equally large subsections. The first category has the lowest, and the tenth category has the highest amount of capitalization.

5.5.3 Cross-Tabulation Results for Communities One and Two

Since Communities 1 and 2 had the highest number of companies in their community, in this section, we reported the result of the cross-tabulation analysis between degree-ranked, capitalization-ranked, and economic sectors for companies belonging to these communities. In 2000-2004, the finance sector dominated the market with 36%, and consumer discretionary with 2% had the lowest share in the market. The cross-tabulation analysis showed that, for ranked degrees one through five, the finance sector had the highest number of companies in the market followed by the information technology sector (Table 2 & Figure 4).

Table 2-Sector statistics for 2526 companies in 2000-2004

<table>
<thead>
<tr>
<th>Sector</th>
<th>Frequency</th>
<th>percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consumer staples</td>
<td>127</td>
<td>5%</td>
</tr>
<tr>
<td>Industrial</td>
<td>230</td>
<td>9%</td>
</tr>
<tr>
<td>Energy</td>
<td>90</td>
<td>4%</td>
</tr>
<tr>
<td>Basic Material</td>
<td>50</td>
<td>2%</td>
</tr>
<tr>
<td>Information Technology</td>
<td>314</td>
<td>12%</td>
</tr>
<tr>
<td>Communication</td>
<td>55</td>
<td>2%</td>
</tr>
<tr>
<td>Utility</td>
<td>99</td>
<td>4%</td>
</tr>
<tr>
<td>Real State</td>
<td>223</td>
<td>9%</td>
</tr>
</tbody>
</table>

5 https://cleartax.in/g/terms/decile
Applying cross-tabulation between economic sectors and capitalization (deciles) showed that companies belonging to the finance sector for all ten deciles had the highest share in the market during the time-period 2000-2004 (Figure 5).
Finally, a cross-tabulation analysis between degree-ranked and capitalization showed that the highest number of degrees belonged to companies that had the lowest amount of capitalization (ranked 1-4). In other words, companies that had a low amount of capitalization (deciles 1-4) had the most similarity in their ER with other companies. That means they had the same ER as other companies considered large companies (Figure 6).
As a result of this analysis, we can say that companies belonging to the finance sector from 2000 to 2004 had the highest degree of relationship (similarity in their ER) with other companies while they had the lowest amount of capitalization. Furthermore, based on this analysis, we can say that companies that have the most similarities in their ER movements compared to others in the community are those that even have the lowest amounts of capitalization.

5.5.3.1 Analysis of 50 Randomly Picked Companies in Community One with Respect to Input Capitalization and Economic Sectors

For this part of analysis, we randomly picked the 50 companies in Community 1 as one of the largest communities in the correlation network for analyzing capitalization movements. In this community, 80% of companies belonged to the finance sector with
capitalization ranked 1-4, and the remaining 20% were companies belonging to other economic sectors.

As another comparison in Community 1, we compared the behavior of one high degree and one low degree company in the finance sector. The company ID "46434G83" belonged to the highest-degree company and the company ID "78467X10" belonged to the lowest-degree company. Tracking their capitalization showed that company 46434G83, belonged to the lowest-ranked capitalization decile (decile 2), while it had the most similarity in its ER compared to company 78467X10 as one of the largest size companies in the market (decile 9). Figure 7 shows the capitalization trend for these two companies in the finance sector in Community 1 during 2000-2004.

*Figure 7-Comparison of average capitalization values of two companies from Community one in 2000-2004 (Horizontal axis stands for "year" and vertical axis is "amount of capitalization")*
5.5.3.2 Analysis of 50 Randomly Picked Companies in Community Two with Respect to Input Capitalization and Economic Sectors

We applied the same analysis procedure on the next largest community (Community 2), and again, 50 companies were randomly picked. In this community, 96% of companies were in the finance sector, and from this 96%, 69% belonged to capitalization rank of 1-4.

As another comparison in Community 2, we compared the behavior of one high-degree and one low degree company in the finance sector. The company with CUSIP “23334J10” and the company with CUSIP ”74685310” were selected. Tracking their capitalization showed that company 23334J10 belonged to the lowest-ranked capitalization decile (decile 3), while it had the most similarity in its ER compared to company 74685310 as one of the larger sized companies in the market (decile 7). Figure 8 shows the capitalization trend for these two companies in the finance sector in Community 2.
5.6 Conclusion

With the growing availability of financial data, new approaches are needed to take full advantage of such data and provide investors insightful knowledge about the behavior of companies in the financial markets. This research proposed a new approach for analyzing financial markets and extracting useful information from the large amount of financial data. Due to the complexity of financial market data, the proposed approach that utilized the concept of population analysis and correlation networks, along with associated enrichment analysis, allowing us to identify behavioral patterns of the financial market that are difficult to identify using traditional approaches.

To test our proposed approach, we conducted a case study on the stock market data of the United States for the years 2000-2004. We proposed a correlation network...
model along with population analysis to conduct the study. We constructed a correlation network based on companies’ ER. After creating the network and applying clustering algorithms, we extracted the top two communities and analyzed the associated companies. We collected various relevant information about the companies, such as the amount of capitalization and economic sectors. Based on the clustering analysis, we found that companies in finance sectors had the highest share in the market as compared to other sectors. We also showed that companies in the finance sector have similarities in their ER movements to that of large-size companies, even though they mostly had the lowest capitalization. Based on the obtained results, it can be concluded that investment in a small company with low capitalization in the finance sector, even during the crises, may yield a higher return than investment in large companies. From 2000 to 2004, companies in the finance sector kept their consistency with low capitalization and got the same ER as big companies with high capitalization (RQ1). Using population analysis, we did not find any parameters outside network characteristics that significantly affected the behavior of the companies under study (RQ2).

The proposed model and the reported results represent a starting point for a new direction in analyzing financial markets. The results show the viability of this new approach. However, additional studies with larger and more diverse data sets are necessary to make a case for utilizing the concept of population analysis in making important financial decisions. The limitation of this study is that we analyzed the market for a limited sample during the 2000-2004 period. To further validate the obtained results, we conducted a more comprehensive study using the proposed approach for different time periods and utilizing different types of data sets. We intend to apply the
concept of population analysis on different sets of data tied to independently established major crises to recognize the patterns that may be otherwise obfuscated. In addition to ER, future studies also include exploring other indicators such as different economic sectors and companies’ sizes for comparing the behavior of companies in financial markets.
6.1 Introduction

The economic cycle and its financial implications can be impacted by many parameters including various world events, internal developments within companies, inflation and interest rates, and releases of financial reports. Economic cycles can also be impacted by sudden or unexpected events, which may rise to the level of a local, regional, or work crisis. In such a case, there would be a significant decline in different economic activities that would continue for a few months. An economic crisis affects different economic sectors, rates of GDP, unemployment, and so forth. The effects of crises depend on their nature and the governments and industries’ reactions [29]. An economic crisis can be categorized as a structural crisis such as the 2008 crash, or as a shock or a non-structural crisis such as the Covid-19 pandemic [36], [66], [67]. When an economic crisis happens, all developed and developing countries are affected by it. The economic crash in 2008 was categorized as a structural crisis since market players were the leading cause. The evidence of the financial crisis in 2008 displayed the weaknesses in the financial system. The problem originated with risky mortgage lending practices by financial institutions. Due to the structural nature of the economic crisis in 2008, the government and relevant financial institutions applied different strategies and pursued different policies that helped to some degree and provided a path for recovery [36], [66], [67].
The 2020 pandemic is widely categorized as a non-structural world crisis. As the virus spread from China, the initial reaction of many countries was to close their borders. As a result, different economic activities stopped progressing including major profit loss in transportation and travel industries as well as significant increase in unemployment rates. Unfortunately, there is no specific way to predict when a crisis will happen; however, different indicators could help anticipate a coming crisis. The probability of having a crisis increases when all or some of those indicators change. The most common indicators are the rate of GDP, unemployment rate, the devaluation of assets such as stocks. Lost profit or a low rate of profit in short/long-term deposits can be a sign of an approaching economic crisis [37], [40].

A significant change in stock market movements is one common indicator of a future crisis. In most situations, the decline in the stock market starts months before the crisis begins, and depending on the market, it will impact other markets around the world. As mentioned earlier, depending on the non-structural or structural nature of the crisis, the significant widespread effect of the crisis around the world could be different. For example, in the 2020 pandemic, the Wall Street stock market experienced its worst fall since the 2008 financial crisis, and different industries related to airlines, tourism, transportation, and energy were impacted. In this case study, we propose a new model to study the impact of crises on the financial market that is based on the concepts of population analysis and comparative evaluations. We attempt to compare the behavior of different economic sectors during the 2008 economic crash and the Covid-19 pandemic using this proposed model. We applied the correlation network and community/population-based analysis on data sets collected from these two events to find
similarities in companies’ excess returns. Later, we grouped the companies based on their economic sectors to explain the reasoning behind their behaviors.

6.2 Methodology

As mentioned in methodology section, in chapter 3, the proposed approach in this study is based on the concept of population analysis, which is to assess an individual element as it compares to a group of peers. The first step in this approach is to build a similarity network based on the desired outcome—in this case, it is based on the similarity in the performance of stocks in a financial market based on their behavior for a certain period, followed by conducting the analysis based on the structural properties of the constructed network. Graphs are used to model the network, making it possible to take advantage of the numerous tools and algorithms available to extract relevant parameters and relevant information from the graph models. For example, a highly dense subgraph in the obtained network will represent a cluster of stocks with common characteristics as compared to other stocks under study. Such information would be particularly critical when attempting to assess the behavior of companies under a financial crisis.

When an economic crash or a worldwide pandemic happens, the immediate effects are always on the stock market, and especially on various sectors of companies in the stock market. However, there are always a few sectors that are resilient to any severe conditions in the stock market. This proposed method aims to study various event and see what sectors are resilient to these events, along with why and how they bounce back very
quickly. Identifying these sectors could be an important source of guidance for investors to predict patterns in the stock market for financial gain, even in worst case scenarios.

While studying an individual stock or a particular sector gives the information about a specific behavior, grouping/clustering the companies based on their historic behavior enables us to see the global picture. Once the companies are globally divided, based on their behavior, it is easy to study them at a high granularity level to understand how they are affected and resilient in various events. Comparing one group, with respect to the remaining groups, enables us to identify specific characteristics associated with each group, and what parameters are significantly impactful in this group compared to others. The very advantage of graph-based models, such as correlation network models in view of stock market related datasets, is that they allow us to establish similarities and differences among the companies based on their historical behavior and partition them into groups to assess the overall behavior of each group as related to the rest of the groups [13]–[15], [17]–[19].

The proposed population analysis method in this study allows us to establish valuable connections among stocks under study and conduct a comparative study of how various stocks or groups of stocks behave in general and under economic crises such as an economic crash or a pandemic. This section explains the series of steps performed right from dataset preparation until identifying various significant sectors using population analysis for both the economic crash 2008 and the Covid-19 pandemic. The following are the steps in this process (Figure 9):

a) Datasets preparation for both the events
b) Creating a correlation network

c) Identifying the communities/clusters

d) Applying the enrichment analysis to identify the significant sectors.

Figure 9-Methodological steps

6.3 Datasets Preparation

The monthly stock market return data for the economic crash was collected from the Centre for Research in Security Prices (CRSP) database and the Fama-French (FF) databases. The pandemic data was collected from the Bloomberg database. Based on availability, the economic crash data over four years (48 months from 2006 to 2009 inclusively) and pandemic data over eight months (from January 2020 to August 2020) were considered for analysis. The monthly return values from CRSP or Bloomberg databases were subtracted from the risk-free values of the FF database to obtain the
parameter Excess Return (ER). The ER values represent the overall behavior of the stock and provide the time-series data of the two datasets in terms of their ERs. The time-series data was used as the input for constructing the correction networks in the next step. Please note that the 2008 economic crash dataset is referred to as CrashER, and the pandemic dataset as Covid-19ER. There were 1411 companies from 12 sectors in the CrashER dataset and 450 companies from 12 sectors in the Covid-19ER dataset.

6.4 Creating a Correlation Network

The correlation networks for the two individual datasets were created based on the correlations/similarity patterns of the time-series data of the ER values. We generated networks using different thresholds to create an edge between the nodes in the correlation network including 75%, 85%, and 95%. Different thresholds were tested for the robustness analysis. While different thresholds produced different networks, the overall analysis was not significantly impacted by the threshold variability. In this study, we are reporting the results obtained using networks generated with correlation parameters equal or above 0.95%. Figures 10 and 11 represent the correlation networks (ρ ≥ 0.95%) for the CrashER and the Covid-19ER datasets respectively.
6.5 Identifying the Communities/Clusters

The main goal of building a network of stocks that reflects their behavior similarities is to identify groups of stocks that exhibit similar trends over a period time, in particular, during disrupting events or crises. To achieve this goal, we used the various
clustering algorithms to identify subnetworks of high density in the constructed networks. In this study, we are reporting the results obtained using the Markov Clustering Algorithm (MCL) since it has been shown to perform well on graph-based models [68]. MCL is a graph clustering algorithm based on random walks that can be tweaked using an input inflation parameter to influence the size of the clusters. The parameters range between 1 and 10 with large values producing small clusters. In our experiments, we tested different values of the inflation values on both datasets to identify the values that provide higher degrees of distinguishability among the clusters. In terms of quality of clustering, it is preferable to produce clusters with high homogeneity of elements in each cluster and higher separation among elements in different clusters. In this case study, we are reporting results obtained using Inflation values between 2 and 4 with 0.5 increments since they provide the best results in terms of homogeneity and separation. We used End Average Excess Return (EAER), which is an average excess return of the last month in the dataset, to assess the quality of the produced clustering, as shown in Table 3. For example, for the CrashER dataset, with the EAER values listed in the last column, the maximum difference between the lowest value of EAER (0.52 for cluster 49), and the highest EAER (5.11 for cluster 160) is 4.59, which was obtained with the inflation parameter value of 2.5. Similarly, different inflation values were tested for the Covid-19ER dataset, and again, 2.5 produced the best results. In Table 4, the maximum EAER difference is between cluster 18 (the lowest return value of -12.55) and cluster 30 (highest return value of 103.24) is 115.79. The minimum size of each cluster was calculated based on the average of all the cluster sizes produced. The clusters with at least
minimum size (mean size and above) were considered candidate clusters (CC) and they were considered for the population analysis in the next step.

*Table 3-MCL clusters with the end average excess returns (EAER) (CrashER-dataset)*

<table>
<thead>
<tr>
<th>ROW</th>
<th>#Cluster</th>
<th>#Nodes</th>
<th>#Nodes (%)</th>
<th>EAER (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1,]</td>
<td>49</td>
<td>29</td>
<td>2.055</td>
<td>0.52</td>
</tr>
<tr>
<td>[2,]</td>
<td>798</td>
<td>132</td>
<td>9.35</td>
<td>1.55</td>
</tr>
<tr>
<td>[3,]</td>
<td>160</td>
<td>25</td>
<td>1.77</td>
<td>5.11</td>
</tr>
</tbody>
</table>

*Table 4-MCL clusters with the end average excess returns (EAER) (Covid-19ER-dataset)*

<table>
<thead>
<tr>
<th>ROW</th>
<th>#Cluster</th>
<th>#Nodes</th>
<th>#Nodes (%)</th>
<th>EAER (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1,]</td>
<td>18</td>
<td>25</td>
<td>5.071</td>
<td>-12.55</td>
</tr>
<tr>
<td>[2,]</td>
<td>33</td>
<td>140</td>
<td>28.398</td>
<td>14.81</td>
</tr>
<tr>
<td>[3,]</td>
<td>29</td>
<td>47</td>
<td>9.533</td>
<td>16.09</td>
</tr>
<tr>
<td>[4,]</td>
<td>32</td>
<td>22</td>
<td></td>
<td>27.52</td>
</tr>
<tr>
<td>[5,]</td>
<td>27</td>
<td>93</td>
<td>18.864</td>
<td>29.02</td>
</tr>
<tr>
<td>[6,]</td>
<td>28</td>
<td>59</td>
<td>11.968</td>
<td>30.74</td>
</tr>
<tr>
<td>[7,]</td>
<td>30</td>
<td>43</td>
<td>8.722</td>
<td>103.24</td>
</tr>
</tbody>
</table>
6.6 Applying the Enrichment Analysis

In a process with so many non-deterministic parameters, such as the assessment and predictions of behavior of stocks under non-structural conditions, it is very difficult to measure performance in absolute values. Hence, the need for assessment by comparison. Stocks that perform better than most can be argued to be performing well as compared to those that perform worse than most. Hence, we employed the concept of population analysis, which was a process of assessing performance of one group/community in comparison with the rest of the groups/communities in the domain under consideration. The objective of population analysis in this study was to compare different communities with respect to a certain outcome measure, then identify which input features were enriched in those communities. In this case study, the outcome parameter was the excess return (ER) and the input parameter was the sector. We applied population analysis to see the significantly enriched sector(s) in each of the communities with respect to the remaining communities. To find the significantly enriched parameters by comparing various communities, we used hypergeometric distribution, as shown in Equation 1. Hypergeometric distribution is a method of sampling without replacement, used for gene enrichment analysis in earlier studies [69]. We used hypergeometric distribution with a False Discovery Rate (FDR) of 0.05 to identify the significantly enriched sectors in a certain community of stocks/companies with a common behavior pattern. To apply the hypergeometric distribution, we divided the companies into two sets; a target set and a background set. The background set consisted of the universal set; that was all companies used in the study. The target set was any community/cluster that we wanted to test if enriched by a particular sector.
Equation 1-Hypergeometric Distribution Formula

\[
P(X \geq K) = \sum_{x=K}^{\min(K,n)} \binom{k}{x} \binom{N-K}{n-x} \binom{N}{x}
\]

Where \( N \) is the total number of companies in the target set, \( K \) is the total number of companies in the same sector, \( n \) is the total number of companies in the given cluster, and \( x \) is the total number of companies in the given cluster that has the same sector name. \( P(X \geq K) \) is the probability of having at least \( k \) companies with the same sector name from the given cluster.

*Table 5-Significantly enriched parameters for the given cluster 798 of CrashER-dataset.*

*T.S: Target Set, R.S: Remaining Set, B.S: Background Set*

<table>
<thead>
<tr>
<th>Feature</th>
<th>T.S</th>
<th>P_VALUE</th>
<th>R.S</th>
<th>B.S</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic Material</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Utility</td>
<td>5</td>
<td>1</td>
<td>24</td>
<td>29</td>
</tr>
<tr>
<td>Finance</td>
<td>122</td>
<td>1.55e-10</td>
<td>25</td>
<td>147</td>
</tr>
<tr>
<td>Industrial</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Real State</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Other</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>3</td>
</tr>
</tbody>
</table>
6.7 Results

The two events, the economic crash 2008 and the Covid-19 pandemic, were compared in this study. As mentioned earlier in the methodology section, we used 48 months of data for the economic crash and eight months of data for the pandemic. Using the population analysis procedure, a correlation network was created based on the outcome parameter, and the resultant individual communities were analyzed for the commonly enriched input parameters. In this case study, the outcome parameter was the excess return (ER), and the input parameter was the sector. The correlation networks for the two individual datasets were created based on the correlations/similarity patterns of the time-series data of the ER values. Figures 10 and 11 represent the correlation networks (ρ ≥ 0.95%) for the CrashER and the Covid-19ER datasets, respectively. A clustering algorithm was applied to each of the correlation networks individually. Resultant communities/clusters were analyzed further to recognize the commonly enriched sector(s). The resulting networks are shown with different colors and numbers in Figures 10 and 11. The clusters with at least the minimum size (mean size and above) are the candidate clusters (CCs) considered for the population analysis.

The mean cluster sizes for the CrashER-dataset and the Covid-19ER dataset were 15 and 20, respectively. Three CCs were produced with equal and above the mean size of 15 for the CrashER-dataset as shown in Table 3, and seven CCs for the Covid-19ER-dataset as shown in Table 4. In addition, the cluster numbers, number of nodes (or companies), percentage of nodes in each cluster, and their EAER (%) are also shown in tables 3 and 4. Robustness analysis with different thresholds (ρ ≥ 0.75%, 0.85%, and
0.95%) was applied to create the correlation networks to identify what sectors are significant at different thresholds. Different thresholds were tested for the robustness analysis. While different thresholds produced different networks, the overall analysis was not significantly impacted by the threshold variability. These results were obtained using networks generated with correlation parameters ≥ 0.95%.

Hypergeometric distribution was applied on the resultant clusters to find the parameters’ (in this case, sectors) enrichment. Table 3 shows that the clustering algorithm produces three communities/clusters for the CrashER-dataset with a mean size of 15 and above. The three communities were numbered 49, 160, and 798, with the number of nodes 29, 25, and 132, respectively. The total number of nodes was 187. In population analysis, each community was compared against the remaining communities as a target set and a background set using hypergeometric distribution to identify the significantly enriched sector(s). The background set was the set of all companies/nodes with the respective sector names associated with them, and the target set was the set of nodes/companies from the given community associated with the same sector name. For example, community 798 contained 132 nodes/companies from six different sectors, such as basic materials, utility, finance, industrial, real estate, and others, as shown in Table 5. To identify what sector was significantly enriched out of these six sectors, we applied hypergeometric distribution. For each sector, a target set and a background set was created. For example, there were three companies (Background Set) that were associated with the sector name “Basic Materials” in all three communities together. Out of these three companies, one company (Target Set) was present in community 798. Two companies were in the remaining communities (Remaining Set). The hypergeometric
distribution gave a p-value of 1 for the basic materials’ sector. Hence, for any significance level (alpha value 0.01, 0.05, and 0.10), basic material was not a significant sector for community 798. For all the remaining sectors of community 798, a similar hypergeometric distribution was performed as shown in Table 6.

*Table 6-Significantly enriched parameters for both the datasets*

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Significant Parameters</th>
<th>Correlation Coefficient ((f))</th>
<th>#CC</th>
<th>P_Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>CrashER</td>
<td>Finance</td>
<td>(\geq 0.95)</td>
<td>CC798</td>
<td>1.55e-10</td>
</tr>
<tr>
<td></td>
<td>Utility</td>
<td></td>
<td>CC160</td>
<td>5.38-21</td>
</tr>
<tr>
<td>Covid-19ER</td>
<td>Finance</td>
<td>(\geq 0.95)</td>
<td>CC18</td>
<td>0.0007</td>
</tr>
<tr>
<td></td>
<td>Energy</td>
<td></td>
<td>CC33</td>
<td>0.0002</td>
</tr>
</tbody>
</table>

The finance sector was the only significant sector out of all the six sectors with a p-value of 1.55e-10. This process is applied for both remaining clusters with respect to all the sectors. The significantly enriched sectors for all the clusters and the datasets are shown in Table 6.

For the CrashER dataset, finance and utility sectors were highly significant parameters. Similarly, for the Covid-19ER dataset, finance and energy were the highly enriched sectors. We also observed that the finance sector was commonly enriched for both crises. The third column of Table 6 represents two CCs in each dataset with at least one significant sector. Only these CCs were encircled in the correlation network graphs.
shown in Figures 12 and 13. For the same CCs, the average excess returns’ line graphs (behavioral patterns) are plotted as shown in Figures 12 and 13.

Figure 12-Behavioral patterns of economic crash (x=months, y=average return)

From Figure 12, we see that there was a huge crash in September 2008 (the 33rd month and encircled with the event), and from Figure 13, we see that the Covid-19 lockdown started in March 2020 (the 3rd month in the graph encircled with the event). The population analysis results show that the finance and utility sectors were highly enriched for the CrashER dataset, whereas finance and energy sectors were highly enriched for the Covid-19ER dataset, as shown in Figures 12, 13, and Table 6 (see the encircled patterns), respectively. The reasons behind these sectors being significant to these crises are explained in the next section.
6.8 Discussion

There were several key findings obtained from this similarity network model. Identifying the financial sector as a sector with common characteristics in both crises was one of the main outcomes of the proposed study, as shown in Table 6. The Federal Reserve and government interventions played critical roles in the crises. When the economic crash happened in the summer 2008, the government financially assisted Freddie Mac and Fannie Mae, American International Group, and as well as investment bank Merrill Lynch merging with Bank of America; in addition to Wachovia merging into Wells Fargo [42]. Similarly, the federal reserve provided substantial support to the financial sector during the Covid-19 pandemic. The availability of such assistance to financial institutions allowed them more leeway in granting loans to customers and improved their ability to face the challenges that resulted from the pandemic. As a result, banks were able to grant higher loans and decrease their operating costs. The funds provided by the Federal Reserve allowed banks to maintain a good deal of their financial
stability, even during economic crisis. All sectors were affected by the 2008 financial crisis; however, the utility sector was significantly affected/enriched in the CrashER dataset. Due to the nature of the crisis, the utility sector was affected by financing, demand, and expansion. Since there was decreased trust in the financial market, investors withdrew their investments; thus, this reaction caused more challenges in the market. Since maintaining stability in the market was difficult due to lack of trust, the utility deals decreased. This led to the common characteristics among utility companies that were revealed by our analysis. Similar results were mentioned in previous studies: “electric utilities are a major presence in the financial markets, particularly in terms of short-term borrowing. When the credit markets froze in mid-September 2008, several prominent utilities took proactive steps to secure access to funds by drawing from their bank credit lines” [42].

The energy sector was one of the sectors recognized as significant in the Covid-19ER dataset. Before the 2020 pandemic, the energy sector suffered from a price battle among key players in the market including Saudi Arabia and Russia. When the pandemic started and social restrictions got put in place, the previous problems in the energy sector accelerated. Based on previous experiences, the energy sector could make a profit if crude oil prices went above $50 per barrel. However, due to the restrictions in different economic activities, at the end of April 2020, the crude oil prices were $16 per barrel, which is the lowest price in the last 20 years\(^6\). Therefore, the low-price experience due to the current situation in the economy caused the energy sector to lose its profit. This led to

a significant correlation among companies in the energy sector as identified by the network model.

6.9 Conclusion

In this case study, a novel population analysis approach for analyzing the financial markets under crises was introduced and implemented with excess returns as the outcome parameter and the financial sector as the input enrichment parameter. The study showed that the proposed network analysis using graph modeling and community-based assessment provides a powerful method for dealing with complex problems utilizing high-volume datasets. Correlation networks were constructed using financial data associated with the behavior of stocks during two major events: the 2008 market crash and the 2019 global pandemic. For each network, graph clustering algorithms were used to identify groups of companies that behaved similarly in terms of their ER values. Each group or community was compared with all the remaining communities using enrichment analysis to find what sectors were significantly represented in the given community. For each dataset, two communities were identified as significant with at least one significant parameter. Results showed that finance and utility sectors were significant for the CrashER dataset, and the finance and energy sector were significant for the Covid-19ER dataset. It is particularly important to observe that the finance sector is a common sector in both crises. The reported analysis showed that no matter whether the crisis was due to a structural or non-structural event, the government always tried to intervene to protect the financial sector. Government support, such as low-interest loans or stimulus packages, was provided to stabilize the economy.
This study represents a starting point for a very promising line of research in analyzing the complex world of financial markets, under normal circumstances as well as during crises. Regarding the limitation of this work, we understand 48 months of data was available for the CrashER, while eight months of Covid-19ER was available to us at the time of testing the network model. Equal length time-series datasets would certainly improve the overall quality of the study, particularly to fully understand the aftermath of any major crisis in the stock market. Therefore, in the next case studies, we focus on tracking the real-time data to identify the signal/s at the beginning of a stock market crisis based on the comparison with the other crises using this method.
CHAPTER 7  
A Novel Population Analysis Approach for Analyzing 
Financial Markets under crisis – A Focus on Excess Returns of the US 
Stocks Under 9/11 and Covid-19

7.1 Introduction

The business world can be unpredictable, and even the most experienced investors 
may struggle with decisive actions. This unpredictability stems from factors such as 
institutional and political constraints, the specifics of economic processes in each 
country, the accessibility of information (and information dissemination), and so forth. 
While all these factors are crucial in business making decisions, the way in which people 
and consumers perceive and take in information is even more critical [1]. The 
coronavirus pandemic, was an unforeseen event, starting in China and quickly spread 
across the globe. The Covid-19 pandemic affected all countries around the world in 
different ways. The effects of this pandemic on the financial market brought challenges 
for investors, including how to make proper decisions for their investments. The effect of 
disasters varied in different countries in contrasting ways. For example, the stock markets 
crashed after the 9/11 attacks with the top SP 500 companies dropping at least 14% 7, 
FTSE 100 in London lost 6%, while the DAX in Frankfurt lost about 8.5%. At the same 
time, the Swiss market and CAC in Paris lost 7% [4]. Now, regarding the novel 
coronavirus pandemic, the global financial systems were widely impacted due to the 

---

unforeseen crises that have accompanied the virus. These crises caused the fastest drop in history in terms of the financial market.

Each crisis’ effect depends on the size of the national economy and its degree of vulnerability [4]. In the 9/11 attacks, a study [70] found out that some sectors related to banking, insurance, and transportation were more vulnerable than other sectors. During the influenza pandemic in 1987, sectors related to entertainment suffered double what companies in the health sector suffered [5]. After the Coronavirus spread across the globe, market volatility rocketed upwards, and equities dropped. In the United States of America, market volatility levels during the pandemic were either comparable to or greater than market volatility levels in October 1987, and even greater than the market volatility during the economic turmoil of 1929 and 1930—the time of the Great Depression [71]. Covid-19, as a pandemic, brought society to the point in which people were required to work from their homes and buy their goods online. This means that companies belonging to a specific sector (specializing in a certain product) were affected more than the others. In normal circumstances, when the economy is strong, consumers spend more money on consumer discretionary products; in contrast, when the economy is weak, consumers spend more money on consumer staple products. However, the current evidence from the stock markets showed that consumers’ behaviors have not followed their normal pattern during the pandemic. For example, during Covid-19, Amazon’s stock price (Amazon is classified as “consumer discretionary”; in another economic definition it refers to consumer cyclicals) increased significantly. Amazon’s profits did not relate to economic boosting, since similar stocks made money before the pandemic
and lost huge amounts of money during it \(^8\). This situation was a specific condition that the country and consumers were faced with. We expected that belonging to a specific economic sector played an important role in companies’ behaviors during said time-period. The question was about what the similarities and differences are between companies’ behaviors during the two crises—Covid-19 and the 9/11 attacks. This case study investigated the impact of the Covid-19 pandemic on the behavior of stock markets and the returns of different economic sectors and compared it with the impact of the 9/11 attacks. Based on the theoretical framework derived from the efficient market hypothesis (EMH) and behavioral theory, we hypothesized that there would be a relationship between the Covid-19 pandemic and the 9/11 attacks on the behavior of the returns in different economic sectors.

7.2 Methodology and Dataset’s Procedures

Three separate datasets were utilized in this research. CRSP, FF and Bloomberg. From Bloomberg dataset, we used the data from 8 months, from January 2020 to August 2020. Finally, we had two datasets, and hence two correlation networks were created based on the two crises. One network was created based on the excess returns of the companies (call it 9/11 ER-dataset) for the years 2000-2002 inclusively, and another was for companies from the year 2020 (Covid-19 ER-dataset) to visualize the 9/11 attacks and the Covid-19 pandemic, respectively. Technically, we had 36 months’ worth of data for 9/11 ER-dataset and 8 months’ worth of data for Covid-19 ER-dataset. To identify the significantly enriched input parameters for various stock market sectors, we used the

\(^8\) https://www.nasdaq.com/market-activity/stocks/amzn/advanced-charting
following methodological five-step process. We used the first four steps for each of the datasets, and the last step was used to compare both the datasets at a high-level.

- Datasets preparation for both the events
- Create a correlation network based on excess returns and apply MCL clustering algorithm to generate individual clusters.
- Apply Hyper-geometric distribution-based enrichment analysis to find the significantly enriched input parameters for each cluster.
- Apply the population analysis to compare companies’ clusters to see what parameters are significant for each cluster
- Comparing the significant parameters enriched for both the datasets.

In short, the overall process was explained as creating a correlation network based on some outcome parameter (in this case, it is excess return) and identifying the significantly enriched input parameters (in this case, the types of sectors) for each significant cluster. All the above five steps are explained in detail below.

7.3 Correlation Network Creation

The correlation network is a graph model, as shown in Figure 14, where each node represents a company in the stock market, and each edge represents the relationship between the stock returns of the companies.
The matrix of excess returns of the 9/11 ER-dataset, as shown in Table 7 for each company for 36 months, created the input matrix. Table 8 shows the corresponding correlation matrix created with the spearman-rank correlations between the companies’ excess returns given in Table 7. The correlation threshold considered was .90, which means that if there was a correlation coefficient ≥ 0.90 between any two companies, then the two companies were connected by an edge in the corresponding correlation network. Figure 14 is a correlation network created from the 9/11 ER-dataset.

Table 7-A sample input matrix of five companies for creating the correlation matrix

<table>
<thead>
<tr>
<th></th>
<th>Month₁</th>
<th>Month₂</th>
<th>Month₃</th>
<th>----</th>
<th>----</th>
<th>----</th>
<th>Month₃₅</th>
<th>Moth₃₆</th>
</tr>
</thead>
<tbody>
<tr>
<td>AA00195750</td>
<td>-37.157</td>
<td>-49.398</td>
<td>-32.504</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>-5.0578</td>
<td>-17.2143</td>
</tr>
<tr>
<td>AA00206R10</td>
<td>-52.5513</td>
<td>-54.2245</td>
<td>-36.3268</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>-0.9322</td>
<td>-15.8772</td>
</tr>
<tr>
<td></td>
<td>AA00105510</td>
<td>AA00195750</td>
<td>AA00206R10</td>
<td>AA00282410</td>
<td>AA00915810</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---------------</td>
<td>------------</td>
<td>------------</td>
<td>------------</td>
<td>------------</td>
<td>------------</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AA00105510</td>
<td>1</td>
<td>0.693436</td>
<td>0.812098</td>
<td>0.749807</td>
<td>0.885199</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AA00195750</td>
<td>0.693436</td>
<td>1</td>
<td>0.73333</td>
<td>0.715058</td>
<td>0.688546</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AA00206R10</td>
<td>0.812098</td>
<td>0.73333</td>
<td>1</td>
<td>0.808752</td>
<td>0.739511</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AA00282410</td>
<td>0.749807</td>
<td>0.715058</td>
<td>0.808752</td>
<td>1</td>
<td>0.731017</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AA00915810</td>
<td>0.885199</td>
<td>0.688546</td>
<td>0.739511</td>
<td>0.731017</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 8: A sample correlation matrix of five companies

As mentioned in the previous sections, the clustering algorithm we used was the MCL. Again, similar to case study 3, inflation was a parameter (which is between 1 and 8) for the MCL that turned the subdivision of the bigger clusters to smaller clusters as it increased. An inflation value of 1 is too low, and 8 is too high. Therefore, we tested all the inflation values between 2 and 4 with 0.5 increments to identify clusters and find the optimal inflation value. The optimal inflation value was identified in such a way that the average of the last excess return difference between any two clusters was the maximum. An inflation value of 2.5 was identified as an optimal value that gave the ending highest
average excess returns difference among the clusters generated, as shown in Table 9. There are four columns in this table. The first column represents the cluster number; the second column represents the number of nodes in the cluster; the third column is the percentage of nodes in that cluster compared to the overall correlation of network nodes. The last column at the end is the average excess return (named as Avg. Return). From this table, we see that there were three clusters identified by the MCL at the inflation value of 2.5, with the Avg. Return difference of 5.645 between the clusters numbered 144 and 178.

Table 9-MCL clusters with the last average excess returns (9/11ER-dataset)

<table>
<thead>
<tr>
<th>ROW</th>
<th>#Cluster</th>
<th>#Nodes</th>
<th>#Nodes (%)</th>
<th>EAER (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1.]</td>
<td>178</td>
<td>21</td>
<td>5.556</td>
<td>-18.80</td>
</tr>
<tr>
<td>[2.]</td>
<td>144</td>
<td>56</td>
<td>14.815</td>
<td>-13.79</td>
</tr>
</tbody>
</table>

Similarly, from Table 10, we see that from Covid-19 ER-dataset, there were 7 clusters generated at the inflation value 3 with the maximum end average excess return difference being 115.8 between the clusters numbered 18 and 30. These two clusters are colored in Figure 15.

Table 10-MCL clusters with end average excess returns (Covid-19 ER-dataset)

<table>
<thead>
<tr>
<th>ROW</th>
<th>#Cluster</th>
<th>#Nodes</th>
<th>#Nodes (%)</th>
<th>EAER (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>[1,]</td>
<td>18</td>
<td>25</td>
<td>5.071</td>
<td>-12.55</td>
</tr>
<tr>
<td>[2,]</td>
<td>33</td>
<td>140</td>
<td>28.398</td>
<td>14.81</td>
</tr>
<tr>
<td>[3,]</td>
<td>29</td>
<td>47</td>
<td>9.533</td>
<td>16.09</td>
</tr>
<tr>
<td>[4,]</td>
<td>32</td>
<td>22</td>
<td></td>
<td>27.52</td>
</tr>
<tr>
<td>[5,]</td>
<td>27</td>
<td>93</td>
<td>18.864</td>
<td>29.02</td>
</tr>
<tr>
<td>[6,]</td>
<td>28</td>
<td>59</td>
<td>11.968</td>
<td>30.74</td>
</tr>
<tr>
<td>[7,]</td>
<td>30</td>
<td>43</td>
<td>8.722</td>
<td>103.24</td>
</tr>
</tbody>
</table>

Figure 15-Candidate clusters from correlation network of Covid-19 ER-dataset companies

7.4 Enrichment Analysis with Hyper-geometric Distribution

Enrichment analysis with hyper-geometric distribution given in [69], [72] was used to identify significantly overrepresented terms for a given gene set. Similarly, to identify the significantly enriched/overrepresented features (i.e., sectors in this case study), the enrichment analysis with hyper-geometric distribution applied for a given set
of stock market companies. As mentioned above, hyper-geometric distribution is a method of sampling without replacement and defined as follows.

\[
P(X \geq K) = \sum_{x=k}^{\min(K,n)} \binom{k}{x} \binom{N - K}{n - x} \binom{N}{x}
\]

Where \(P(X \geq K)\) is the probability of examining at least \(k\) companies with a given finance feature value, \(N\) is the total number of companies in the background set (set of all companies), \(K\) is the total number of companies annotated with the given feature value, \(n\) is the total number of companies in the target set (companies in the given cluster), \(x\) is the total number of companies in the target set (given cluster) and annotated with the given feature value.

Table 11-Significantly enriched features/parameters for the given cluster 178 of 9/11ER-dataset compared to cluster 144

<table>
<thead>
<tr>
<th>Feature</th>
<th>T.S</th>
<th>P_VALUE</th>
<th>R.S</th>
<th>B.S</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic Materials</td>
<td>3</td>
<td>0.175231</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>Consumer</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Discretionary</td>
<td>1</td>
<td>0.547826</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Finance</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>23</td>
</tr>
<tr>
<td>Industrial</td>
<td>13</td>
<td>0.000751</td>
<td>2</td>
<td>15</td>
</tr>
<tr>
<td>Real State</td>
<td>3</td>
<td>0.175231</td>
<td>0</td>
<td>3</td>
</tr>
</tbody>
</table>
Table 11 depicts the overrepresented sectors of companies of cluster 178. From this table, we see that there were six different sector types (or call them feature values, including the sector named “other”). Here, the sector is a feature, and each sector type is a feature value and a total of 46 companies (total count from Background Set column of Table 11 in the 9/11 ER-dataset) are distributed among these six sector types as shown in Figure 16.

Figure 16-Pie chart of companies of all sectors (9/11ER-dataset)

These 46 companies form a background set which were denoted by N. Out of 46 companies, 21 companies were part of the cluster under investigation (the total number of Cluster Terms column of Table 11) as shown in Figure 16. These 21 companies were considered as target sets, denoted by n. Then, we wanted to see if a particular sector type (feature value) was significantly enriched/overrepresented in the given cluster; we looked
at how many of the companies were labeled with a given sector type, and how many of them were part of the cluster under investigation. For example, from the pie chart shown in Figure 16, we see a total of 15 companies were of sector type “Industrial” (table 11 and figure 16). 13 companies out of 15 were significantly enriched with a p-value 0.000751 (see Table 11) with the sector type “Industrial”. The 15 companies formed the notation $K$ (where $K$ is the total number of companies annotated with the given feature value), and the 13 out of 15 companies form the notation $x$ (where $x$ is the total number of companies in the target set (given cluster) and annotated with the given feature value). For cluster 178, only the industrial sector was significantly enriched.

7.5 Analytical Results

Population analysis was used to compare the various clusters to see how they were enriched with different parameters (in this case, various sectors). As shown by Figures 14 and 15, we see that there were 3 clusters identified for the 9/11 ER-dataset, and 7 clusters identified for the Covid-19 ER-dataset. Nevertheless, from Table 12, we see that only two clusters were significantly enriched with at least one parameter/sector for each dataset. The CC (candidate cluster) column indicates this. From Table 6, we can also see that for the 9/11ER dataset, the finance sector and the industrial sector were significantly enriched compared to other sectors, with p-values 0.02397 and 0.000751, respectively. Similarly, for the Covid-19 ER-dataset the finance and energy sectors were significantly enriched, with the p-values 0.000756 and 0.000231, respectively.
Table 12-Significantly enriched parameters for both the datasets

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Significant Parameters</th>
<th>Correlation Coefficient (≤)</th>
<th>#CC</th>
<th>P_Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>9/11ER</td>
<td>Finance</td>
<td>≥0.90</td>
<td>CC144</td>
<td>0.02397</td>
</tr>
<tr>
<td></td>
<td>Industrial</td>
<td></td>
<td>CC178</td>
<td>0.000751</td>
</tr>
<tr>
<td>Covid-19ER</td>
<td>Finance</td>
<td>≥0.90</td>
<td>CC18</td>
<td>0.000756</td>
</tr>
<tr>
<td></td>
<td>Energy</td>
<td></td>
<td>CC33</td>
<td>0.000231</td>
</tr>
</tbody>
</table>

7.5.1 Comparison of two disasters and their effect

Figures 17 and 18 show the behavioral pattern of the excess returns for both datasets. Figure 17 is for the 9/11 ER-dataset. It shows the 36 months’ patterns from January 2000 until December 2002. The attacks happened on the 21st month, September of 2001. Another thing to observe from this figure is that both the significantly enriched sectors follow the same behavioral excess return pattern after the attacks happened.
Similarly, from Figure 18, for the Covid-19 ER-dataset (it is an eight-month dataset, right from January 2020 until August 2020), we see that the first Covid-19 lockdown happened in late March (labeled in the figure), and again the excess return patterns increase their returns in the next month. Overall, both of the events’ behavioral patterns were similar and companies’ ER increased after the events took place.
7.6 Discussion

Several key findings were obtained from the similarity network model. Similar to the previous case study, the significance of the cluster that contained the finance sector was one of the main outcomes of the network. The reason behind this significant behavior in the financial sector is the same as case study 2. This finding was due to the significant influence of the Federal Reserve System on expected earnings of all members within the finance sector. Because of the shock to the US economy caused by the 9/11 attacks and the Covid-19 pandemic, the Federal Reserve significantly increased the supply of money within the economy. Year over year, increase in the US money supply, as measured by M2, was greater than 12% immediately after 9/11 and remained above 10% for the following four months. The growth in the money supply after 9/11 was

---

9 https://fred.stlouisfed.org/series/M2
significantly higher than the average annualized growth rate of 5.76% for all months prior to 9/11. This growth in available money provided an atmosphere of “easy money” for banks and financial institutions. The increase in funds from the Federal Reserve policy infused more loanable funds within financial institutions and decreased their cost of operations by lowering the cost of these loanable funds. Thereby, banks had the opportunity of increasing the amount of funds they loaned to their customers at a lower cost, increasing their profits. In addition to financial companies, 9/11 had a significant impact on the industrial sector. As the data shows, an unusually high correlation and clustering of returns occurred in the industrial sector after 9/11. Airlines, construction equipment, and industrial conglomerates’ intrinsic values all dramatically declined immediately after 9/11 due to the uncertainty of future economic and global political shock. Note that all market trading was halted immediately after 9/11 and did not resume until one week later. Immediately after trading resumed, industrial stocks faced punishment due to the uncertainty. However, in the months following 9/11, the uncertainty about the economy and the political environment subsided, resulting in a strong high correlated performance in market returns. Because the industrial sector was overly punished by investors on 9/11, the sector showed strong performance after the uncertainty subsided. Both the Financial and the Industrial sectors showed highly correlated returns through April of 2002. Like the economic and geopolitical shock of 9/11, the financial impact of the Covid-19 viral pandemic caused a high degree of uncertainty within the nation’s economy. This uncertainty again created a high degree of return correlation within two sectors of the economy, the Financial and the Energy

Sectors. The Federal Reserve stepped in to address this shock with a major package of monetary stimulus. Year over year, increase in the money supply, M2, increased by more than 20% immediately after recognizing the financial implications of Covid-19. Unlike previous monetary stimuli, this exceptional monetary growth continued for multiple months through the remainder of the year with an average annualized growth rate greater than 23.5%. This is the largest and longest monetary stimulus on record. The availability of “easy money” created by the Federal Reserve’s increase in the money supply, along with a fiscal stimulus package, provided financial institutions with higher expected future earnings through cheaper and more accessible funds. Given the cheaper sources of funding and the incentive to create loans, the Finance sectors Net Interest Margin improved substantially. Thereby, equity prices for financial institutions moved in unison, causing a cluster effect from higher correlation among members of the sector.

While financial institutions benefited from aggressive Federal Stimulus policy after the outbreak of Covid-19, the Energy sector did not see similar benefits because of the pandemic. The clustering of returns in the Energy sector was a result of higher correlations of negative price reactions within the Energy sector to the pandemic, and the tightening of social restrictions worldwide. Prior to the Covid-19 outbreak, the Energy sector was suffering from oversupply and a price war between Saudi Arabia and Russia. The Covid-19 economic shutdown and social restrictions exacerbated the problems within the Energy companies, which impacted operating margins. Crude oil prices slumped to a 20 year low to $16 per barrel at the end of April 2020. At one time in the spring, crude oil prices traded at a negative $37 per barrel because of lack of storage.

---

facilities and low demand. The low price of crude oil caused by the restrictions on economic activity affected profits across the energy sector, creating strong positive correlations and clustering of equity performance for the Energy sector. Based on the results obtained from the population analysis model, as shown in Figures 17 and 18, we concluded that the theoretical framework derived from the efficient market hypothesis and behavioral theory says that there was not a relationship between the Covid-19 pandemic and the 9/11 attacks on the behavior of the returns in different economic sectors because of the government support for this sector in both events.

7.7 Results

In this case study, we again tested our approach for analyzing the complex domain of financial markets. We showed that the proposed approach was very useful in providing accurate analysis of financial markets, particularly in dealing with the unpredictable factors often associated with global events. The constructed networks along with the associated enrichment analysis were shown to provide a valuable big data analytics tool to identify important patterns of the financial data, including those potentially hidden patterns. This approach makes it possible to identify those sectors impacted by the global events and how the government’s decisions play a major role in the performance of such factors and their excess returns at the time of pandemics or other major events. We have shown that the behavioral patterns of the finance sector, specifically, during the two major events we studied were similar. As a result, we predict that finance sectors have good chances to recover from the impact of similar major events in the future. This concluded that our hypothesis that there was a relationship between two crises in terms of effecting the financial markets was true. We also showed that the
behavior of the financial markets under crises was not always consistent with the analysis provided by the behavioral theory and efficient market hypothesis frameworks. Although the obtained results show that the proposed approach is very promising. We are well-aware of the limitations of the study. We used data associated with the U.S. market, even though the pandemic impacted almost every country in the world.
CHAPTER 8  PORTFOLIO SELECTION IN FINANCIAL MARKETS USING GRAPH MODELING AND POPULATION ANALYSIS

8.1 Introduction

In the competitive area that is the financial markets, data analysts strive to better interpret raw data to gain an edge on their like-minded competitors. Analysis of such data remains a challenge even among experienced data analysts as current methods of analysis each have advantages and disadvantages. In such a high-stakes area where it is easy to lose revenue, the demand for research on data analysis methods is ever-growing as researchers aim to solve common problems. A vast catalog of elements with little variation in the stock market exists to rile and cause issues for data analysts examining their subsequent difficult behavior. While stocks are individually monitored with the use of time-series data, analysis of the “why” factor in their behavior is hard to pinpoint due to the variety of factors influencing them. Therefore, the need to understand that the relationship among securities in the stock market has been increased by the availability of the data, and desire from investors to comprehend the function between stock movements. There are different approaches to analyzing the stock market from different disciplines. They come from financial overviews such as technical and fundamental analysis to statistical approaches [31], [73]. Network analysis is one of the popular approaches in the big data domain, especially in the social computing area, describing the characteristics or behaviors of variables in the complex network [74]. Network analyses
gives researchers the opportunity to reveal the information behind the relationship between elements. The use of network analysis by researchers seeks to find the underlying relationship between stocks in the financial markets. The motivation for using network analysis is that the performance of the stocks in the network is somehow correlated to different degrees. Their correlation can be either because of the nature of the market or the reflection of specific stock behaviors in different sectors. Community detection is an efficient way to extract information from the network. In community detection, stocks are grouped in different clusters depending on the structure of the network. Novel population analysis is one of the approaches that can be used to compare the behavior of a specific group/community of stocks with the rest of the groups. This case study introduces population analysis as an efficient and valuable approach utilizing graph theory properties to structure a well-organized portfolio in terms of diversity and comparability with popular indices. Networks are constructed from groups of nodes and edges, where edges represent the relationship between nodes. Constructing the edges between stocks could be considered implicit work since the correlation between the stocks stands on some well-defined attributes, such as returns, prices, and trade’s volatilities over a specific period. In this regard, edges between stocks are created if the correlation is larger than a predefined threshold value such as 0.80. This case study presents three main analyses: population analysis using correlation and enrichment analysis, similarity network and community detection, and utilizing the structural stock market network using in-sample and out-of-sample analysis. The results of the analysis were compared against the benchmark.
8.2 Methodology

This case study examines the population analysis in a different time period containing normal and unexpected events. This case study tried to construct an algorithm utilizing equal weightage to the previously defined score of the two centralities. Hence, two centralities’ scores were combined for each stock, and finally, the final centrality metric was created. Together, these centralities gave us a score that determined the overall position of stock on the network. Finally, using the centrality score from the algorithm, we further filtered the stocks by sector so that we could bring diversification to our portfolio.

8.3 Data Description and Preparation

Since this study tried to test and validate the proposed model in terms of in-sample and out-of-sample, there are four datasets and, accordingly, four correlation networks. The companies extracted from CRSP & FF from 2000-2004 (inclusively) and 2005-2009 (inclusively) were assigned for in-sample analysis, and companies from 2000-2009 and then 2010-2012 were assigned for out-of-sample analysis. At the end of filtering and data cleansing, there were 1411 companies extracted for each dataset. In each dataset, we looked at companies’ Ticker, SIC, return, and TCap for all available stocks in the U.S.

The ticker is a one to four-letter code that provides information about a particular stock. Standard Industrial Classification\(^\text{13}\) (SIC) codes are four-digit numerical codes that categorize companies’ industries based on their business activities. It is worth noting that, in the datasets, 40% of companies belonged to the finance sector, and 60% belonged to

---
\(^{13}\) [https://www.investopedia.com/terms/s/sic\_code.asp](https://www.investopedia.com/terms/s/sic\_code.asp)
the remaining sectors. The “returns” represent a monthly return for each stock. The excess return (ER) was calculated by subtracting the companies’ returns from the risk-free value provided by FF. Risk-free\(^{14}\) is a theoretical rate of return of an investment with zero risks. TCap is total capitalization for companies, and it was used to categorize companies into different deciles representing their size as small size and large size companies.

The table below represents the summary of the stock data from 2000-2012.

**Table 13-stock information from 2000-2012**

<table>
<thead>
<tr>
<th>#Stock</th>
<th>Excess Return</th>
<th>TCap</th>
<th>SIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1411</td>
<td>Return-Risk Free</td>
<td>10 Categories (D1-D10)</td>
<td>12 Sectors</td>
</tr>
</tbody>
</table>

8.4 Network and Community Detection

In modeling the correlation network and network analysis, stocks’ tickers were represented as nodes, and edges between stocks represent the correlations of defined Excess return (ER) attributes over a selected time frame. Therefore, the correlation network created was based on the different correlation coefficients between stocks’ ER. In this study, when the correlation was larger than the predefined threshold value such as 80%, 85%, and 90%, then the edges between nodes/stocks were created. As a result, the correlation network model manifested as an undirected weighted graph.

\(^{14}\) [https://www.investopedia.com/terms/r/risk-freerate.asp](https://www.investopedia.com/terms/r/risk-freerate.asp)
Extracting information from the network is an important process in big data analysis. One way to find information from the network is community/cluster analysis. In this case study, communities were extracted from the networks based on the Louvain Algorithm. The Louvain algorithm is a hierarchical clustering that recursively merges communities into a single node and executes the modularity clustering on the condensed graphs.

The figure below shows the modeling approach and architecture design from data preparation to building the portfolio.

Figure 19-Methodology overview

---

15 https://neo4j.com/docs/graph-data-science/current/algorithms/louvain/
8.5 Experimental Results

In this section, the analytical results will be presented in accordance with the order described in the methodology section above. This section begins with the way networks are constructed, followed by community detection, then enrichment analysis in in-sample and out-of-sample. The last section represents the portfolio selection and visualization of the analysis result.

8.5.1 Network Construction

Different correlation networks were created based on United States stock market companies from 2000-2012 (inclusively). Four correlation networks were constructed based on the merit of population analysis being applied to network analysis to reveal hidden information. Two of the networks were for in-sample analysis (data from 2000-2004 and 2005-2009), and two of them were for out-of-sample analysis (data during 2000-2009 and 2010-2012). Companies’ tickers represent the nodes and correlation between the company’s excess return (ER) as represented by edges. Excess return is a return on an investment minus returns on a risk-free investment. Correlation networks were constructed based on the highest correlation coefficient (90%) between stocks’ ER.

8.5.2 Community Detection

To extract information from the complex networks, Louvain community detection techniques were applied to the networks. For further analysis, the most populated communities were selected from each network and its communities. Ten communities were extracted from the 2000-2004 network and nine communities were extracted from the 2005-2009 network. Three communities (1, 3, 4) containing the greatest number of
nodes were selected from the 2000-2004 network; and from network 2005-2009, communities 2, 3, and 4 contained the greatest number of nodes selected for the enrichment analysis. The same community detection techniques were applied on the 2000-2009 and 2010-2012 networks. From the 2000-2009 network, out of seven communities, three communities (2, 3, 4) and out of nineteen communities from the network 2010-2012, two communities (15&17) were selected for enrichment analysis. Table 1 shows the communities’ numbers and the number of nodes in different time-periods.

*Table 14-Communities and Nodes (in-sample and out-of-sample)*

<table>
<thead>
<tr>
<th>Sample</th>
<th>Date</th>
<th>Communities</th>
<th>#Node</th>
</tr>
</thead>
<tbody>
<tr>
<td>In-Sample</td>
<td>2000-2004</td>
<td>1</td>
<td>293</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>198</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>241</td>
</tr>
<tr>
<td>In-Sample</td>
<td>2005-2009</td>
<td>2</td>
<td>268</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>171</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>368</td>
</tr>
<tr>
<td>Out-of-Sample</td>
<td>2000-2009</td>
<td>2</td>
<td>180</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>405</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>333</td>
</tr>
<tr>
<td>Out-of-Sample</td>
<td>2010-2012</td>
<td>15</td>
<td>169</td>
</tr>
</tbody>
</table>
8.5.3 Enrichment Analysis (in-sample)

The results of the enrichment analysis techniques used to find the significant parameters in each community showed that in communities 1, 3, and 4, the finance sector had the highest number of shares compared to the rest of the economic sectors. Out of the three communities, community four was targeted as it had shares fairly distributed among the sectors, with 45% in the finance sector and 55% left for other sectors. In addition, community four was split halfway between large-size and small-size companies. In communities 1 and 3, the percentage split between large and small size companies was not even. In community 1, 90% of companies were grouped in small size, and only 10% belonged to large size; and in community 3, 40% belonged to small size and 60% belonged to large size companies.

*Table 15-Enrichment Analysis (2000-2004)*

<table>
<thead>
<tr>
<th>#Community</th>
<th>Finance Sector</th>
<th>Large Size</th>
<th>Small Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Community 1</td>
<td>83%</td>
<td>10%</td>
<td>90%</td>
</tr>
<tr>
<td>Community 3</td>
<td>39%</td>
<td>60%</td>
<td>40%</td>
</tr>
<tr>
<td>Community 4</td>
<td>45%</td>
<td>50%</td>
<td>50%</td>
</tr>
</tbody>
</table>
The result of enrichment analysis in the 2005-2009 communities showed that, in all three selected communities, the finance sector had the highest shares compared to other economic sectors. Meanwhile, in community 4, 50% of companies belonged to large size and 50% of companies belonged to small size categories; also, the share for the finance sector was fairly the same as the rest of sectors. In community 3, 60% were small size and 40% were large size and in community 2, 75% were small size and 25% were large size.

Table 16-Enrichment Analysis (2005-2009)

<table>
<thead>
<tr>
<th>#Community</th>
<th>Finance Sector</th>
<th>Large Size</th>
<th>Small Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Community 2</td>
<td>65%</td>
<td>25%</td>
<td>75%</td>
</tr>
<tr>
<td>Community 3</td>
<td>64%</td>
<td>60%</td>
<td>40%</td>
</tr>
<tr>
<td>Community 4</td>
<td>45%</td>
<td>50%</td>
<td>50%</td>
</tr>
</tbody>
</table>

8.5.4 Enrichment Analysis (out-of-sample)

The result of the enrichment analysis for out-of-sample in 2000-2009 showed that in communities 2, 3, and 4, the finance sector had the highest number of shares compared to the rest of the economic sectors. Out of the three communities, community three was enriched with companies’ size and sector. Community three had shares fairly distributed among the sectors, with 38% in the finance sector and 62% left for other sectors. In addition, community three was split halfway between large-size companies and small-size companies. In communities 2 and 4, the percentage was split between large size and
small size companies was not even. In community 2, 68% of companies were grouped in small size, and only 32% belonged to large size; and in community 4, 72% belonged to small size and 28% belonged to large size companies.

*Table 17-Enrichment Analysis (2000-2009)*

<table>
<thead>
<tr>
<th>#Community</th>
<th>Finance Sector</th>
<th>Large Size</th>
<th>Small Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Community 2</td>
<td>79%</td>
<td>32%</td>
<td>68%</td>
</tr>
<tr>
<td>Community 3</td>
<td>38%</td>
<td>50%</td>
<td>50%</td>
</tr>
<tr>
<td>Community 4</td>
<td>61%</td>
<td>28%</td>
<td>72%</td>
</tr>
</tbody>
</table>

The result of enrichment analysis in 2010-2012 communities showed that, in both selected communities, the finance sector had the highest shares compared to other economic sectors. Meanwhile, in community 15, 48% of companies belonged to small size, and 52% of companies belonged to large size categories; also, the share for the rest of sectors had a plurality of shares as compared to the finance sector. In community 17, 62% were small size, and 38% were large size.

*Table 18-Enrichment Analysis (2010-2012)*

<table>
<thead>
<tr>
<th>#Community</th>
<th>Finance Sector</th>
<th>Large Size</th>
<th>Small Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Community 15</td>
<td>18%</td>
<td>52%</td>
<td>48%</td>
</tr>
<tr>
<td>Community 17</td>
<td>53%</td>
<td>38%</td>
<td>62%</td>
</tr>
</tbody>
</table>
8.5.5 Portfolio Selection

From the portfolio calculation formula explained in the methodology section, all stocks in each community had one final score (equal weightage of Eigen and closeness centrality). From the enrichment analysis result, for in sample analysis in 2000-2004, stocks in communities 1 and 4 were selected, and from the 2005-2009 network, stocks in communities 2 and 4 were selected from portfolio calculation. These communities were selected since stocks belonging to those communities were the most diverse or least diverse stocks in the sense of economic sectors and the size of the companies. For example, within the in-sample 2000-2004, 50% of companies in community 4 were large size, and 50% were small size as compared to community 1 in which 10% were large size and 90% were small size. This condition was applied to selecting other communities in out-of-sample analysis. The table shows the communities selected for the portfolio selection process.

Table 19-Community Selection Criteria

<table>
<thead>
<tr>
<th>Sample Type</th>
<th># Community</th>
<th>Diversity</th>
</tr>
</thead>
<tbody>
<tr>
<td>In-Sample 2000-2004</td>
<td>1</td>
<td>Least</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Most</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>In-Sample 2005-2009</td>
<td>2</td>
<td>Least</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Most</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Out-Of-Sample 2000-2009</td>
<td>2</td>
<td>Least</td>
</tr>
<tr>
<td>--------------------------</td>
<td>-------</td>
<td>-------</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Most</td>
</tr>
<tr>
<td>Out-Of-Sample 2010-2012</td>
<td>15</td>
<td>Least</td>
</tr>
<tr>
<td></td>
<td>17</td>
<td>Most</td>
</tr>
</tbody>
</table>

The result of our analysis showed that our model could outperform the S&P 500 in the communities with the most diversity in the sense of economic sectors and size of companies if companies had a low centrality score. For example, Figure 20 shows community 4 as a diverse community in 2000-2004 with high centrality scores, and Figure 21 shows this community when the centrality score decreased. Comparing Figures 20 and 21 shows that our model can outperform S&P 500 (Blue line= Our model, Red line=S&P 500—x-axis=year and y-axis=portfolio monthly return,) when stocks are selected from a diverse community with low centrality scores.

*Figure 20-Community 4-High Centrality*
8.5.6 Visualization in Portfolio Selection in Different Targeted Communities

The figures below represent the side-by-side comparison between the least and most diverse candidate communities when their stocks had low centrality scores and high centrality scores. The results showed that constructing a portfolio by selecting stocks with low centrality scores from the most diverse communities could outperform the S&P 500 index. Meanwhile, constructing a portfolio by selecting the stocks with high centrality scores from the most diverse communities would not outperform the S&P 500 index. On the other hand, constructing a portfolio by selecting the stocks from the least diverse communities could not outperform the market, whether the stocks have low centrality scores or high centrality scores. However, the results in the least diverse communities proved that when centrality scores decrease, stocks performed better than high centrality scores’ stocks.

Portfolio Selection- 2000-2004 (in-sample): Most Diverse Community
Figure 22 - Community 4: High Centrality

Figure 23 - Community 4: Low Centrality

Portfolio Selection - 2000-2004 (in-sample): Least Diverse Community
Figure 24-Community 1-High Centrality

Figure 25-Community 1-Low Centrality

Portfolio Selection- 2005-2009 (in-sample): Most Diverse Community
Figure 26 - Community 4 - High Centrality

Portfolio Selection - 2005-2009 (in-sample): Least Diverse Community
Figure 28-Community 2-High Centrality

Figure 29-Community 2-Low Centrality

Portfolio Selection- 2000-2009 (Out-Of-Sample): Most Diverse Community
Figure 30-Community 2-High Centrality

Figure 31-Community 2-Low Centrality

Portfolio Selection-2000-2009(Out-Of-Sample): Least Diverse Community
Figure 32 - Community 3 - High Centrality

Figure 33 - Community 3 - Low Centrality

Portfolio Selection - 2010-2012 (Out-Of-Sample): Most Diverse Community
Figure 34-Community 15-High Centrality

Figure 35-Community 15-Low Centrality

Portfolio Selection-2010-2012 (Out-Of-Sample): Least Diverse Community
8.6 Conclusion & Discussion

The importance of a portfolio and how to select stocks is always a challenging task for investors. Researchers always attempt to apply different methodologies to create
the best portfolio, from the traditional portfolio theory to the modern portfolio theory. In this research, based on the concept of Modern Portfolio Theory (MPT), a combination of approaches was applied to the stocks’ datasets. In this study, the concept of population analysis employed network and enrichment analysis to retrieve hidden information from the complex stock market. The stock market is a complex network, and to reveal information in it; community extraction is needed. The objective of population analysis is to compare the behavior of a group of stocks to other groups. Therefore, in this research, after creating the similarity/correlation network based on stocks’ excess returns, communities were extracted by using the Louvain algorithm. Enrichment analysis was used to find the significant parameters in each community and its stocks to determine what was special about the community.

What was discovered was that nodes in the network that had lower degrees of centrality led to developing a portfolio of lower risk, with acknowledgment to the Modern Portfolio Theory. The empirical result in this case study revealed that the meaning of centrality measurement in network analysis in the stock market has a different meaning compared to social network analysis. In most networks, high central entities are the most important entities in the network; however, in this case study, we learned that high centrality was not something that researchers should look for when developing and building a portfolio with low risk. This research aimed to create a portfolio based on MPT, which prefers stocks with lower risks. Therefore, in our analysis, we tried to find the portfolio that could outperform the famous index such as S&P 500. We tested different datasets under in-sample and out-of-sample analysis, and
our analysis proved that selecting low central stocks in the most diverse communities could outperform the S&P 500.
9.1 Introduction

With the advent of the new portfolio theory in the late 1960s and the shift of industry owners investing in diversified assets to mitigate the consequences of risk, the competitive environment in the dynamic business world gradually narrowed. In addition, the dramatic growth of the level of communication and rapid exchange of information, along with the various complexities of the coming decades, intensified business competition. The term portfolio is a combination of stocks with other assets that an investor has purchased. In simpler terms, the “portfolio” means forming a combination of different shares and not investing in one share, which is an intelligent measure to reduce the risk of investing in the stock market. To succeed in the corporate stock market, choosing the right approach and maintaining coherence and order, like any other economic market, is important. Without a strategy, investing will only be unplanned buying and selling, affecting the investor’s capital and profit or loss. Therefore, portfolio investing is a critical and vital decision for individuals and legal entities, and portfolio diversification is a technique for managing risk and capital. In this case study, we used population analysis by employing a correlation network model to extract communities and select a potential portfolio that could outperform the market.
The economy’s behavior is not isolated from the behavior of individuals; therefore, the economy as a network works as a state of transformation. Analysis of the network involves the recognition of which vertices are connected to others in a graph. Each stock is assumed as the graph’s vertices, and edges represent the relationship between vertices. Applying population analysis helps us compare individual data points with other data points in different communities regarding different performance levels. Population analysis allows us to compare two or more communities of companies with respect to one or more enrichment parameters. The result of this analysis enables us to discover the parameters that significantly affect a community [34]. In this case study, different correlation networks were created based on the different datasets in different time periods. The potential portfolios were selected based on network properties, centrality measurements, and the Sharpe ratio. In the next step, the performance of the potential portfolios was compared to the S&P500 to check if those potential portfolios can predict the market. This case study attempted to evaluate the presented model’s ability to identify the stocks with the most diversification in terms of economic sectors and company sizes.

9.2 Methodology

This research is an interdisciplinary work that took advantage of big data analysis associated with knowledge in the financial domain. The methodology overview is as shown below:

- Computational analysis: Creating a correlation network model and assessing its property.
Financial analysis: Examining the Sharpe ratio focusing on the financial theoretical framework.

Comparison: Comparing the portfolio performance with the benchmark.

To summarize, first, the centrality measurements (Betweenness, Closeness, Eigen centrality) were calculated for stocks in communities extracted from the correlation network. Second, based on assessment of centrality scores, a collection of stocks as the potential portfolio were selected, and finally, the portfolios’ Sharpe ratio was calculated to check the portfolio performance against the benchmark.

9.3 Data Collection and Procedures

For analysis, the initial dataset was divided into four datasets for every five years, starting from 2000 and ending with 2019. Different correlation networks were created from different time periods depending on different sets of data. For example, one correlation network was created based on the excess returns of the companies for the years 2000-2004 inclusively, and another was a network for companies from the year 2005-2009. To avoid bias selection, all companies existing in each five-year dataset were included in the analysis. Therefore, there was a range of 4000 to 6000 companies from different economic sectors and sizes in each dataset. Each dataset contained companies’ Ticker, excess return, and companies’ economic sectors.

9.4 Network and Community Detections

To test the result of our proposed model and check to see how companies and their returns volatility behaved during the time, we divided the data into different sets of 5 years. After constructing correlation networks and applying the Louvain algorithm, the
communities were extracted from the network [76]. The table below shows the number of nodes in each network followed by selected communities’ nodes. For example, in 2000-2004, there were 4280 nodes in the network and out of 4280 nodes, 3389 nodes were grouped in different communities. Communities 1,2 and 3 were selected for further analysis since out of 3389 nodes, 3269 nodes were distributed in those three communities.

Table 20-Number of nodes in each network (N.N), number of nodes in selected communities (N.C), Selected Communities (S.C) and total number of nodes in selected communities (T.N.S.C)

<table>
<thead>
<tr>
<th>Year</th>
<th>N.N</th>
<th>N.C</th>
<th>S.C</th>
<th>T.N.S.C</th>
</tr>
</thead>
<tbody>
<tr>
<td>2000-2004</td>
<td>4280</td>
<td>3389</td>
<td>1,2,3</td>
<td>3269</td>
</tr>
<tr>
<td>2005-2009</td>
<td>4083</td>
<td>3590</td>
<td>1,2,3</td>
<td>3539</td>
</tr>
<tr>
<td>2010-2014</td>
<td>4489</td>
<td>1495</td>
<td>1,2</td>
<td>884</td>
</tr>
<tr>
<td>2015-2019</td>
<td>5211</td>
<td>3481</td>
<td>1,3</td>
<td>2228</td>
</tr>
</tbody>
</table>

This research relied on population analysis based on enrichment analysis on communities extracted from the network. For the robustness analysis, different correlation coefficients, Betweenness, Closeness, and Eigen centralities were all examined within each community. Enrichment analysis as the in-depth analysis was
applied in each community to get more information about stocks characteristics, such as size and economic sectors.

9.5 Results

In this study, five correlation networks were created for datasets: 2000-2004, 2005-2009, 2010-2014, and 2015-2019. In the process of creating the correlation networks, different correlation coefficients were tested to find the network containing stocks that had the highest similarities in their excess returns. Since the datapoints were distributed normally, the Pearson correlation coefficient was used in constructing the networks [74]. For avoiding sample bias issues, in the process of filtering and cleaning the data, stocks that existed in each five-year range were selected regardless of presenting in another datasets. Extracting knowledge from complicated networks is not an easy task, therefore the Louvain algorithm was applied in each network and communities with the highest number of nodes selected for the further analysis. After measuring the degree of the centralities, another filtering step was performed for each community. Stocks in each community were divided into subcommunities with high and low degrees of centrality. According to the stocks’ characteristics in each of the subcommunities, subcommunities with high and low degrees of centrality were considered as potential portfolios. Further analysis, based on enrichment analysis, showed that subcommunities with low degrees of centrality contained stocks that had higher diversity in the sense of companies’ size and economic sectors, meaning that subcommunities with a low degree of centralities had stocks that belonged to most of economic sectors (range of 12 economic sectors) and a fair range of large and small size of companies.
The potential portfolios were compared against the benchmark. The results showed that portfolios containing stocks with low degree of centrality could outperform the benchmark compared to higher-central stocks. Figure 38 shows that portfolios containing stocks with low degrees of centrality could outperform the benchmark compared to portfolios containing stocks with high degrees of centrality (Figure 39).

In Figure 38 and 39, Blue Line is a potential portfolio and red line is benchmark.

*Figure 38-Low-central stocks-2000-2004*
This result was consistent for all potential portfolios selected from correlation networks for the time periods 2005-2009, 2010-2014, and 2015-2019 and their communities.

In the next step, portfolios’ Sharpe ratios were measured for each high- and low-central subcommunity. The result showed that the Sharpe ratio for low-central stocks was slightly lower than high-central stocks; meaning that they were less profitable than higher-central stocks. However, they could outperform the market with less deviation from market movements.

9.6 Discussion and Conclusion

Applying population analysis employing correlation networks, community detection algorithms, and enrichment analysis proved that this model could predict the benchmark trend. Different centralities were measured for stocks in each community, and a specific algorithm was constructed based on the equal weightage to create the final
centrality score for each stock. We examined different portfolios categorized based on low and high final centrality scores. Enrichment analysis showed that low central stock portfolios had higher diversity in size and economic sectors. Our model identified portfolios with low final centrality scores and greater diversity as candidate portfolios that could predict the market trend better than portfolios with high final centrality. This research concludes that the general statement about the meaning of centrality measurements is not always correct, meaning that nodes with high centrality scores are not always the important entities. This research found that the importance of nodes did not rely on high centrality measurement, but also on the network model structure. In this regard, to reduce the risk of portfolio profitability and be able to predict the market, we must choose stocks for the portfolio that have a low degree of centralities. Since the Sharpe ratios for portfolios containing stocks with high degrees of centrality are slightly higher than portfolios containing stocks with low degrees of centrality, future research should focus on the optimization strategy as it changes the weight of stocks in low-end portfolios to increase Sharpe’s ratio. Therefore, the portfolio will predict the market well and have a good amount of profitability.
CHAPTER 10   VALIDATION AND ROBUSTNESS ANALYSIS

After designing different case studies and establishing a well-defined model, the next step is exploring the remaining building blocks of this study. The proposed model can construct a weighted portfolio containing group of stocks that can outperform the benchmark. In this section, the final stages of the method—designing and testing final dataset, method validations, and robustness analysis—are presented.

10.1 Test the Model 2019-2021

The same procedures highlighted in case study five were repeated for years 2019-2021 inclusively. There were 4867 companies that were part of the network; after applying community detection, communities 2, 4 and 16 were selected for further analysis. Between these three communities, community 16 was the most diverse community in terms of economic sector and size. In the next step, different centralities were measured, and another filtering step was performed for community 16. Stocks in this community were divided into subcommunities with high and low degrees of centrality. In the subcommunities, companies with high and low degrees of centrality were considered as potential portfolios. The potential portfolios were compared against the benchmark. Proving the method’s functionality, the results showed that portfolios containing stocks with low degrees of centrality could outperform the benchmark, compared to higher-central stocks. Also, enrichment analysis showed that subcommunities with low degrees of centrality contained stocks that had higher diversity in terms of companies’ size and economic sectors, meaning that subcommunities with
low degrees of centralities had stocks that belonged to most economic sectors (range of 12 economic sectors), and a fair range of large and small sized of companies.

Figure 40 shows that potential portfolios containing stocks with low degrees of centrality could outperform the benchmark, compared to portfolios containing stocks with high degrees of centrality (Figure 41). (Blue line= Our model, Red line=S&P 500)

Figure 40-Low-central stocks-2019-2021
10.2 Sharpe Ratio Evidence

After finding the potential portfolio and testing them against the benchmark, the Sharpe ratio was calculated for each subcommunity. The results of the Sharpe ratio calculations are presented in the table below.

Table 21 - Sharpe Ratio

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Low Central</td>
<td>0.4394562</td>
<td>0.03462224</td>
<td>0.2478249</td>
<td>0.126506</td>
<td>-0.35</td>
</tr>
<tr>
<td>High Central</td>
<td>0.4465492</td>
<td>0.03950506</td>
<td>0.3159342</td>
<td>0.1013317</td>
<td>-0.53</td>
</tr>
</tbody>
</table>

Table 21 shows the Sharpe ratio calculations for potential portfolios in low and high central subcommunities during the years from 2000 to 2021. The result shows that even though portfolios containing low central stocks can outperform the benchmark, their
Sharpe ratio is lower than portfolios containing high central stocks. It is worth noting that the Sharpe ratio for low central stocks in less diverse subcommunities was lower than diverse subcommunities. For example, from 2005-2009, the Sharpe ratio for low central stocks in diverse subcommunities was small, but still positive; and the Sharpe ratio for less diverse subcommunities in the portfolio containing low central stocks was -0.04325032 (not presented in Table 21). Therefore, the result of the analysis showed that the proposed model validates its notion that investors need to select the stocks for their portfolio from low central subcommunities that carry the highest amount of diversity. Now the questions that arise may concern how we can improve the Sharpe ratio for low central stocks. The answer for this question is presented in the chapter 3, the section on weighted portfolios. By using the weighted portfolio formula, the Sharpe ratio for portfolios containing low central stocks increased more than portfolios containing high central stocks.

10.3 Robustness Analysis

To check the robustness and validate the result, networks were constructed based on different datasets for different periods. The datasets were designed to be continuous and overlapping. The proposed approach examined robustness based on different datasets in-sample and out-of-sample to avoid bias issues. For example, in case study three, different datasets were formed to check the method’s capability of handling different datasets while there were overlaps. For example, the method tested on data from 2000-2004, 2005-2009, 2000-2010, 2000-2012, etc. The purpose of robustness analysis was to show
that the obtained significant parameters were not dependent on the correlation coefficient, specific clustering algorithms and fixed period datasets. The validation for this study was tested based on the results of previous studies and experts' knowledge. Their cross-checks involved checking the in-sample and out-of-sample analysis to utilize the structural stock market network to develop a portfolio selection process. Therefore, the validation and robustness analysis proposed a correlation network model that tested different datasets and correlation coefficients, tested different clustering algorithms, applied graph properties, used population analysis, and performed the analysis result against well-known benchmarks, such as the S&P 500.
CHAPTER 11 DISCUSSION

11.1 Conclusion

This study is a comprehensive study based on different perspectives, either financial, big data, and so forth. In the present study, the novel approach titled population analysis was introduced as a comprehensive method for analyzing the stock market. This new approach could transform industries from an ad hoc approach to a more futuristic, data driven approach. This approach moves away from individual analysis and towards community/group analysis. Population analysis employs correlation networks, community detections, and enrichment analysis to find enriched parameters in various communities. The networks and graphs are analogous to the structure of the data in a way in which extraction of information is easier.

The methodology for this research was developed based on the results of the analysis from different case studies. We tested the model in different circumstance, such as the 2008 economic crash and the Covid-19 pandemic. After testing the model, we then tried to implement different approaches of portfolio construction as basic components of the portfolio management process, and to define a realistic method to determine the optimal strategy. People who are looking to invest and form portfolios in investment companies usually have a certain risk tolerance threshold; and portfolio managers are required to form their investment portfolios in a way in which the risk level does not exceed a certain level over time.
In this research, stock centralization features were used as criteria to determine stocks outperforming benchmark. To determine the outperformed portfolios, the subcommunities extracted from communities were categorized as low central and high central stocks. These high and low central stocks were then considered as candidate portfolios. The next step was examining the performance of these candidate portfolios and comparing them with the S&P 500 benchmark. The subcommunities containing low central stocks proved that they have more diversity in the terms of economic sectors and size and could outperform the above-mentioned benchmark, while the high central stocks proved otherwise.

As further evidence, the results of the analysis in [78]–[81] showed that higher centralized stocks have a stronger relationship in terms of the correlation of returns with other existing stocks. Therefore, it can be expected that changes in stock returns in the market network will have a more significant impact on the returns of highly centralized stocks. The result of this argument is the prediction of systematic risk and higher total risk for highly concentrated stocks. Therefore, if the investor forms a portfolio within the theoretical framework (Markowitz theory), he will move his capital away from stocks with higher risk. Consequently, it can be concluded that there is an inverse and significant relationship between centrality and shared weight in the framework of the Markowitz model. This statement is not just a prediction, but proof that the inverse relationship between stock shared weight in the Markowitz model and its centrality can be proved mathematically.
In the next step, calculating the Sharpe ratio showed that the Sharpe ratio for potential portfolios containing low central stocks was slightly lower than portfolios containing high central stocks. Therefore, at the final stage of our analysis, our proposed model moved from equal weighted portfolio to weighted portfolio. Meaning that, the weight for the stocks in potential portfolios changed in a way so that subcommunities with lower central stocks had higher Sharpe ratios, compared to subcommunities containing high central stocks.

Using this approach, investors can choose stocks for portfolio in more knowledgeable and calculated way, as compared to randomly checking benchmarks. It was found that the application of this strategy is more trustable than previous research suggests. Comparing the findings of this study with the findings of previous studies, the results obtained regarding the relationship between low and high centrality, the comparison with the benchmark, and the weight of stocks within the Markowitz framework are consistent. This important finding shows that the meaning of centralization is different than previously defined in other studies, such as social networks. According to our research findings, we advise capital market participants to construct their portfolios using network analysis, enrichment analysis, and centrality criteria.

In sum, the novel population analysis helps to:

- Better visualize the big data associated with financial datasets.
- Identify the hidden patterns that cannot be uncovered with the existing methods
- Identify the companies’ behavior among the groups of companies that perform the same for a long timeframe.
- Study the behavior of isolated companies that act differently than others.
- Identify significantly enriched input parameters that affect the outcome excess return.
- Provide new insights of the bigdata associated with CRSP dataset.

11.2 Limitation

The data was mainly collected from CRSP and was partially collected from Bloomberg. This led to a few limitations as follows: there were a limited number of variables in the CRSP dataset; and for case studies related to Covid-19, we had to collect data from Bloomberg datasets that contained specific variables. Collecting the data for post-pandemic was difficult in terms of availability and time consumption. However, we made sure to evaluate the proposed method with overlapping datasets from different time periods in past crises. Another limitation with our analysis was that our finding about centrality is new and to the best of our knowledge, there are not many studies about measuring centrality in financial markets. If there were, then the results of our analysis could have been more interpretable.

11.3 Future Studies

According to the results of this study and to better understand the issue of portfolio balancing, it is recommended to address the following issues in future studies:
1- Researchers are encouraged to do more research on centrality.

2- Investigate the nature of centrality network strategy by eliminating the assumption that the high central stocks are the ones that affect the market the most.

3- Try to find new functions for centrality as well as design more useful and efficient strategies.

4- Examine the conditions for adding or removing assets from the portfolio over time based on centrality measurements and adjust the weightage of stocks following with technical analysis.

5- Compare potential portfolios benchmarks other than S&P500.
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