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\textbf{A B S T R A C T}

We develop and analyze a new residual-based \textit{a posteriori} error estimator for the discontinuous Galerkin (DG) method for nonlinear ordinary differential equations (ODEs). The \textit{a posteriori} DG error estimator under investigation is computationally simple, efficient, and asymptotically exact. It is obtained by solving a local residual problem with no boundary condition on each element. We first prove that the DG solution exhibits an optimal $O(h^{p+1})$ convergence rate in the $L^2$-norm when $p$-degree piecewise polynomials with $p \geq 1$ are used. We further prove that the DG solution is $O(h^{p+1})$ superconvergent at the downwind points. We use these results to prove that the $p$-degree DG solution is $O(h^{p+2})$ super close to a particular projection of the exact solution. This superconvergence result allows us to show that the true error can be divided into a significant part and a less significant part. The significant part of the discretization error for the DG solution is proportional to the $(p + 1)$-degree right Radau polynomial and the less significant part converges at $O(h^{p+2})$ rate in the $L^2$-norm. Numerical experiments demonstrate that the theoretical rates are optimal. Based on the global superconvergence approximations, we construct asymptotically exact \textit{a posteriori} error estimates and prove that they converge to the true errors in the $L^2$-norm under mesh refinement. The order of convergence is proved to be $p + 2$. Finally, we prove that the global effectivity index in the $L^2$-norm converges to unity at $O(h)$ rate. Several numerical examples are provided to illustrate the global superconvergence results and the convergence of the proposed estimator under mesh refinement. A local adaptive procedure that makes use of our local \textit{a posteriori} error estimate is also presented.

© 2016 IMACS. Published by Elsevier B.V. All rights reserved.

1. Introduction

In this paper, we investigate the superconvergence properties and analyze a residual-based \textit{a posteriori} error estimator of the discretization errors for the discontinuous Galerkin (DG) method applied to the following first-order initial-value problem (IVP) of nonlinear ordinary differential equation (ODE) on $[0, T]$: \begin{equation}
\frac{d\bar{u}}{dt} = \bar{f}(t, \bar{u}), \quad t \in [0, T], \quad \bar{u}(0) = \bar{u}_0,
\end{equation}
where $\bar{u} : [0, T] \rightarrow \mathbb{R}^n$, $\bar{u}_0 \in \mathbb{R}^n$, and $\bar{f} : [0, T] \times \mathbb{R}^n \rightarrow \mathbb{R}^n$. In our analysis, we assume that the solution exists and is unique. According to the ODE theory, the condition $\bar{f} \in C^1([0, T] \times \mathbb{R}^n)$ is sufficient to guarantee the existence and uniqueness of the
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solution to (1.1). We note that an IVP for higher-order ODE may be solved using the DG method for solving first-order system of the form (1.1) since one can transform higher-order equations into several coupled first-order equations by introducing new unknowns.

ODEs solvers are important tools for the computational solutions of higher-order ODEs and many partial differential equations (PDEs). For instance, the application of the standard finite element method or DG in space to solve time-dependent PDEs generates a coupled system of ODEs. Once the spatial discretization is constructed, one would then need to employ a suitable ODE solver for the time discretization. If the mesh size in space becomes small then often the ODE system becomes more and more stiff. It is very well-known that explicit schemes suffer from extremely small time step restriction for stability. Therefore, explicit time discretization techniques are not a suitable choice and implicit, at least A-stable methods are desirable. There are many A-stable higher-order time discretization schemes designed for different purposes in the literature, such as the implicit Runge–Kutta (IRK) methods and DG methods with higher polynomial order. Despite the popularity of high-order IRK methods for integrating systems of ODEs, we choose the DG method because of the following advantages: (i) it is A-stable, (ii) it is locally conservative, and (iii) it exhibits strong superconvergence that can be used to estimate the discretization error. Furthermore, it is very natural to construct high-order DG methods and, for future developments, we can apply the well-known adaptive DG techniques for changing the polynomial degree as well as the length of the time intervals. Finally, if we use space–time DG methods for the discretization of evolution PDEs, we would have a uniform variational approach in space and time which may provide a useful tool for the future analysis of the fully discrete problem and the construction of simultaneous space–time adaptive methods.

The DG method considered here is a class of finite element methods using completely discontinuous piecewise polynomials for the numerical solution and the test functions. DG method combines many attractive features of the classical finite element and finite volume methods. It is a powerful tool for approximating some differential equations which model problems in physics, especially in fluid dynamics or electrodynamics. Comparing with the standard finite element method, the DG method has a compact formulation, i.e., the solution within each element is weakly connected to neighboring elements. DG method was initially introduced by Reed and Hill in 1973 as a technique to solve neutron transport problems [36]. In 1974, Lesaint and Raviart [33] presented the first numerical analysis of the method for a linear advection equation. Since then, DG methods have been used to solve ODEs [6,19,32,33], hyperbolic [15–18,23,24,35,29,31,20,45,34,2,3,12,5] and diffusion and convection–diffusion [13,14,43,25] PDEs. The proceedings of Cockburn et al. [22] and Shu [39] contain a more complete and current survey of the DG method and its applications.

In recent years, the study of superconvergence and a posteriori error estimates of DG methods has been an active research field in numerical analysis, see the monographs by Verfürth [41], Wahlbin [42], and Babuška and Strouboulis [9]. A knowledge of superconvergence properties can be used to (i) construct simple and asymptotically exact a posteriori estimates of discretization errors and (ii) help detect discontinuities to find elements needing limiting, stabilization and/or refinement. A posteriori error estimates play an essential role in assessing the reliability of numerical solutions and in developing efficient adaptive algorithms. Typically, a posteriori error estimators employ the known numerical solution to derive estimates of the actual solution errors. They are also used to steer adaptive schemes where either the mesh is locally refined (h-refinement) or the polynomial degree is raised (p-refinement). For an introduction to the subject of a posteriori error estimation see the monograph of Ainsworth and Oden [8]. Superconvergence properties for finite element and DG methods for ordinary differential equations have been studied in [6,7,27,33,44,40]. The first superconvergence result for standard DG solutions of hyperbolic PDEs appeared in Adjerid et al. [6]. The authors presented numerical results that show that standard DG solutions of one-dimensional linear and nonlinear hyperbolic problems using p-degree polynomial approximations exhibit an $O(h^{p+1})$ superconvergence rate at the roots of $(p + 1$)-degree Radau polynomial. They further established a strong $O(h^{2p+1})$ superconvergence at the downwind end of every element.

Related theoretical results in the literature including superconvergence result and error estimates of the DG methods for ODEs are given in [33,27,26,32,30]. In particular, Lesaint and Raviart [33] studied the numerical solution of the initial value problem (1.1) by a DG method. Their scheme is equivalent to some implicit Runge–Kutta method, strongly A-stable one-step method. Delfour et al. [27] analyzed a class of Galerkin methods derived from discontinuous piecewise polynomial spaces. These schemes generalize the method proposed by Lesaint and Raviart [33]. In their DG method, the approximated solution at $t_j$, a point of discontinuity in the approximating polynomial $u_j(t)$, is taken as an average across the jump: $c_j u_j(t_j^-) + (1 - c_j) u_j(t_j^+)$). The cases $c_j = 0$, $0.5$, $1$ correspond, respectively, to Euler’s explicit, improved, and implicit schemes. Later, Delfour and Dubéau [26] studied the approximation of the solution of the nonlinear ODEs by discontinuous piecewise polynomials. They introduced a more general theory of one-step (such as implicit Runge–Kutta and Crank–Nicholson schemes), hybrid and multistep methods (such as Adams–Bashforth and Adams–Moulton schemes). Also, we mention the work of Johnson [32] in which a priori error estimates for a class of implicit one-step methods generated by the DG time discretization are proven. Estep [30] analyzed a finite element method for the integration of IVPs in ODEs. The authors obtained quasi-optimal a priori and a posterior error bounds. They used these results to construct a rigorous and robust theory of global error control. The author also derived an asymptotic error estimate that is used in a discussion of the behavior of the error. Recently, Deng and Xiong [28] introduced and analyzed a DG finite element method with interpolated coefficients for an IVP of nonlinear ODE. They used the finite element projection for an auxiliary linear problem as comparison function and proved an optimal superconvergence results. Subsequently, Adjerid and Baccouch [4,11,10] investigated the global convergence of the implicit residual-based a posteriori error estimates of Adjerid et al. [6]. They proved that, for smooth solutions, these a posteriori error estimates at a fixed time $t$ converge to the true spatial errors in the $L^2$-norm under
mesh refinement. More recently, the author [10] presented and analyzed new a posteriori error estimates for a DG formulation applied to nonlinear scalar conservation laws in one space dimension. We used the superconvergence result of Meng et al. [34] to prove that the DG discretization error estimates converge to the true spatial errors under mesh refinement at \(O(h^{p+3/2})\) rate. Finally, we proved that the global effectivity index in the \(L^2\)-norm converges to unity at \(O(h^{1/2})\) rate. Let us emphasize that these convergence rates are not optimal since the order of superconvergence proved in [34] is not optimal. Our computational results indicated that the observed numerical convergence rates are higher than the theoretical rates. However, there is no theoretical justification of these results so far.

In this work, we construct and analyze an implicit residual-based a posteriori error estimate of the discretization errors for the DG method for first-order initial-value problems. We prove that the \(p\)-degree DG solution exhibits an optimal \(O(h^{p+1})\) convergence rate in the \(L^2\)-norm for general nonlinear ODEs with a Lipschitz-continuous right-hand side. We further prove that the \(p\)-degree DG solution is \(O(h^{p+2})\) super close to a particular projection of the exact solution. Our numerical experiments demonstrate optimal rates of convergence. Superconvergence towards the particular projection of the exact solution allows us to show that the leading error term on each element is proportional to a \((p+1)\)-degree right Radau polynomial. We use the superconvergence at Radau points to construct asymptotically exact a posteriori error estimates and prove that, for smooth solutions, these a posteriori DG error estimates converge to the true errors at \(O(h^{p+2})\) rate in the \(L^2\)-norm. Finally, we prove that the global effectivity indices in the \(L^2\)-norm converge to unity at \(O(h)\) rate. Our proofs are valid for arbitrary regular meshes and for \(P^p\) polynomials with \(p \geq 1\). To the best knowledge of the author, this is the first proof of the a posteriori error estimates for the nonlinear ODEs. In [4], we used similar techniques to prove the global convergence of the residual-based a posteriori error estimates in the \(L^2\)-norm for the DG method applied to one-dimensional linear convection problems.

This paper is organized as follows: In section 2, we present the discrete DG method for solving the nonlinear ODE and we introduce some notation and definitions. We also present a few preliminary results which will be needed in our a posteriori error analysis. In section 3, we present the DG error analysis and prove our main superconvergence results. In section 4, we present the a posteriori error estimate procedure and prove that these error estimates converge to the true errors under mesh refinement in \(L^2\)-norm. In section 5, we present several numerical examples to validate our theoretical results. We also propose an adaptive algorithm based on the local a posteriori error estimates. We conclude and discuss our results in section 6.

2. The DG scheme

The error analysis of nonlinear scalar and vector IVPs having smooth solutions is similar. For this, we restrict our theoretical discussion to the scalar case: extension to systems follows the same lines. Without loss of generality, we consider the following nonlinear scalar IVP:

\[
\begin{equation}
\label{eq:1}
\begin{aligned}
u' &= f(t, u), & t \in [0, T], & u(0) = u_0,
\end{aligned}
\end{equation}
\]

where \(f(t, u) : [0, T] \times \mathbb{R} \rightarrow \mathbb{R}\) and \(u_0 \in \mathbb{R}\) are given. In our analysis, we assume that \(f(t, u)\) is sufficiently smooth with respect to the variables \(t\) and \(u\). In particular, we always assume that \(|f(t, u)| \leq M_1\) on the set \(D = [0, T] \times \mathbb{R} \subset \mathbb{R}^2\), where \(M_1\) is a positive constant. We note that the assumption \(|f(t, u)| \leq M_1\) is sufficient to guarantee that the function \(f(t, u)\) satisfies a Lipschitz condition in the variable \(u\) on the set \(D\) with Lipschitz constant \(M_1\), i.e.,

\[
|f(t, u) - f(t, v)| \leq M_1|u - v|, \quad \text{whenever} \ (t, u) \text{ and } (t, v) \in D.
\]

First, we present the discrete DG scheme for the problem (2.1). We adopt the usual notation of the DG method. We divide the interval \(\Omega = [0, T]\) into \(N\) subintervals \(I_j = [t_{j-1}, t_j], \ j = 1, \ldots, N\), where \(0 = t_0 < t_1 < \cdots < t_N = T\). We denote the length of \(I_j\) by \(h_j = t_j - t_{j-1}\). We also denote \(h = \max h_j\) and \(h_{\min} = \min h_j\) as the length of the largest and smallest subinterval, respectively. Here, we consider regular meshes, that is \(h_{\min} \leq h \leq h_{\max} \leq \lambda h\), where \(\lambda \geq 1\) is a constant (independent of \(h\)) during mesh refinement. If \(\lambda = 1\), then the mesh is uniformly distributed. In this case, the nodes and mesh size are defined by \(t_j = jh\), \(j = 0, 1, \ldots, N\), \(h = T/N\).

Throughout this paper, we define \(v(t_j^-)\) and \(v(t_j^+)\) to be the left limit and the right limit of the function \(v\) at the discontinuity point \(t_j\), i.e., \(v(t_j^-) = \lim_{s \downarrow t_j^-} v(t_j + s)\) and \(v(t_j^+) = \lim_{s \uparrow t_j^+} v(t_j + s)\). We also use \([v](t_j)\) to denote the jump of \(v\) at \(t_j\), i.e., \([v](t_j) = v(t_j^+) - v(t_j^-)\).

The weak DG formulation is obtained by multiplying (2.1) by a smooth test function \(v\) and integrating over an arbitrary element \(I_j\). After integrating by parts we obtain the following weak formulation:

\[
\begin{equation}
\label{eq:2}
\int_{I_j} v' \, dt + \int_{I_j} f(t, u) \, v \, dt - u(t_j) \, v(t_j) + u(t_{j-1}) \, v(t_{j-1}) = 0.
\end{equation}
\]

We define the piecewise-polynomial space \(V_h^p\) as the space of polynomials of degree at most \(p\) in each subinterval \(I_j\), i.e.,

\[
V_h^p = \{ v : v|_{I_j} \in P^p(I_j), \ j = 1, \ldots, N\}.
\]
where \( P^p(I_j) \) is the space of polynomials of degree at most \( p \) on \( I_j \). Note that polynomials in the space \( V^p_h \) are allowed to have discontinuities across element boundaries.

Next, we approximate the exact solution \( u(t) \) by a piecewise polynomial \( u_h(t) \in V^p_h \). We note that \( u_h \) is not necessarily continuous at the endpoints of \( I_j \). The discrete formulation consists of finding \( u_h \in V^p_h \) such that: \forall \, v \in V^p_h \) and \( j = 1, \ldots, N,

\[
\int_{I_j} v' u_h dt + \int_{I_j} f(t, u_h) v dt - \hat{u}_h(t_j) v(t_j^-) + \hat{u}_h(t_{j-1}) v(t_{j-1}^+) = 0. \tag{2.4a}
\]

where the numerical flux \( \hat{u}_h(t_j) \) is the discrete approximation to the trace of \( u \) at the node \( t = t_j \).

In order to complete the definition of the discrete DG method we need to select \( \hat{u}_h \) on the boundaries of \( I_j \). In this paper, we take the classical upward numerical flux:

\[
\hat{u}_h(t_0) = u_0, \quad \hat{u}_h(t_j) = u_h(t_j^-), \quad j = 1, \ldots, N. \tag{2.4b}
\]

**Implementation:** We note that the approximate solution \( u_h(t) \) can be efficiently computed in an element-by-element fashion. Specifically, we can obtain the DG solution \( u_h(t) \) in the following ordering: first we can easily obtain \( u_h(t) \) in \( I_1 \) using (2.4) with \( j = 1 \) since \( u_h(t_0^+) = u_0 \) is given. We then obtain \( u_h(t) \) in \( I_2 \) since \( u_h(t) \) in \( I_1 \) is already available. This process can be repeated to obtain \( u_h(t) \) in \( I_3, \ldots, I_N \). In practice, \( u_h(t) \) can be computed locally for each \( I_j \) as follows: Expressing \( u_h(t) \) as a linear combination of orthogonal basis \( L_{i,j}(t) \), \( i = 0, \ldots, p \), where \( L_{i,j} \) is the \( i \)-th degree Legendre polynomial on \( I_j \), i.e., \( u_h(t) = \sum_{i=0}^{p} c_{i,j} L_{i,j}(t), \) \( t \in I_j \), where \( \{L_{i,j}(t)\}_{i=0}^{p} \) is a local basis of \( P^p(I_j) \), and choosing the test functions \( v = L_{k,j}(t) \), \( k = 0, \ldots, p \), we can form a small system of nonlinear algebraic equations on each \( I_j \). The resulting system can be solved for the unknown coefficients \( c_{0,j}, \ldots, c_{p,j} \) using e.g., the classical Newton–Raphson method. Once we compute the DG solution on each element \( I_j, j = 1, \ldots, N \), we obtain an approximate solution (piecewise discontinuous polynomial functions of degree \( \leq p \)) to our original IVP (2.1). For complete details of the DG methods for ODEs as well as their properties, we refer the readers to [27,32,33].

**Notation and definitions:** We begin by defining some norms that will be used throughout the paper. We define the \( L^2 \) inner product of two integrable functions, \( u \) and \( v \), on the interval \( I_j = [t_{j-1}, t_j] \) as \( (u, v)_{I_j} = \int_{I_j} u(t) v(t) dt \). Denote \( \|u\|_{0,I_j} = (u, u)_{I_j}^{1/2} \) to be the standard \( L^2 \)-norm of \( u \) on \( I_j \). Moreover, the standard \( L^\infty \)-norm of \( u \) on \( I_j \) is defined by \( \|u\|_{\infty,I_j} = \sup_{t \in I_j} |u(t)| \). Let \( H^s(I_j) \), where \( s = 0, 1, \ldots \), denote the standard Sobolev space of square integrable functions on \( I_j \) with all \( \|u^{(k)}\|, k = 0, 1, \ldots, s \) being square integrable on \( I_j \), i.e.,

\[
H^s(I_j) = \left\{ u : \int_{I_j} |u^{(k)}(t)|^2 dt < \infty, \ 0 \leq k \leq s \right\},
\]

and equipped with the norm

\[
\|u\|_{s,I_j} = \left( \sum_{k=0}^{s} \|u^{(k)}\|_{0,I_j}^2 \right)^{1/2}.
\]

The \( H^s(I_j) \)-seminorm of a function \( u \) on \( I_j \) is given by \( |u|_{s,I_j} = \|u^{(s)}\|_{0,I_j} \).

We also define the norms on the whole computational domain \( \Omega \) as follows:

\[
\|u\|_{0,\Omega} = \left( \sum_{j=1}^{N} \|u\|_{0,I_j}^2 \right)^{1/2}, \quad \|u\|_{\infty,\Omega} = \max_{1 \leq j \leq N} \|u\|_{\infty,I_j}, \quad \|u\|_{s,\Omega} = \left( \sum_{j=1}^{N} \|u\|_{s,I_j}^2 \right)^{1/2}.
\]

The seminorm on the whole computational domain \( \Omega \) is defined as follows

\[
|u|_{s,\Omega} = \left( \sum_{j=1}^{N} |u|_{s,I_j}^2 \right)^{1/2}.
\]

We note that if \( u \in H^s(\Omega), s = 1, 2, \ldots \), the norm \( \|u\|_{s,\Omega} \) on the whole computational domain is the standard Sobolev norm \( \left( \sum_{k=0}^{s} \|u^{(k)}\|_{0,\Omega}^2 \right)^{1/2} \). For convenience, we use \( \|u\|_{I_j} \) and \( \|u\|_\Omega \) to denote \( \|u\|_{0,I_j} \) and \( \|u\|_{0,\Omega} \), respectively.

In our analysis we need the \( p \)-th degree Legendre polynomial which can be defined by Rodrigues formula [1]

\[
L_p(\xi) = \frac{1}{2^p p!} \frac{d^p}{d\xi^p} \left( (\xi^2 - 1)^p \right), \quad -1 < \xi < 1.
\]
The Legendre polynomial satisfies the following important properties:

\[
\tilde{L}_p(1) = 1, \quad \tilde{L}_p(-1) = (-1)^p, \quad (2.5a)
\]

\[
\int_{-1}^{1} \tilde{L}_p(\xi) \tilde{L}_q(\xi) d\xi = \frac{2}{2p + 1} \delta_{pq}, \quad \text{where } \delta_{pq} \text{ is the Kronecker symbol.} \quad (2.5b)
\]

We note that the \((p + 1)\)-degree Legendre polynomial on \([-1, 1]\) can be written as

\[
\tilde{L}_{p+1}(\xi) = \frac{(2p + 2)!}{2^{p+1}(p+1)!} \tilde{L}_p(\xi) + \tilde{q}_p(\xi), \quad \text{where } \tilde{q}_p \in \mathcal{P}_p((-1, 1)).
\]

Next, we define the \((p + 1)\)-degree right Radau polynomial on \([-1, 1]\) as

\[
\tilde{R}_{p+1}(\xi) = \tilde{L}_{p+1}(\xi) - \tilde{L}_p(\xi), \quad -1 \leq \xi \leq 1,
\]

which has \(p + 1\) real distinct roots, \(-1 < \xi_0 < \cdots < \xi_p = 1\).

Mapping the physical element \(I_j\) into a reference element \([-1, 1]\) by the standard affine mapping

\[
t = \frac{t_j + t_{j-1}}{2} + \frac{h_j}{2} \xi,
\]

we obtain the shifted Legendre and Radau polynomials on \(I_j\):

\[
L_{p+1,j}(t) = \tilde{L}_{p+1}\left(\frac{2t - t_j - t_{j-1}}{h_j}\right), \quad R_{p+1,j}(t) = \tilde{R}_{p+1}\left(\frac{2t - t_j - t_{j-1}}{h_j}\right).
\]

Next, we define the monic Radau polynomial, \(\psi_{p+1,j}(t)\), on \(I_j\) as

\[
\psi_{p+1,j}(t) = \frac{h_j^{p+1}((p+1)!)^2}{(2p + 2)!} R_{p+1,j}(t) = c_p h_j^{p+1} R_{p+1,j}(t), \quad \text{where } c_p = \frac{(p+1)!^2}{(2p+2)!}.
\]

Throughout this paper the roots of \(R_{p+1,j}(t)\) are denoted by \(t_{j,i} = \frac{t_j + t_{j-1}}{2} + h_j \xi_i, \quad i = 0, 1, \ldots, p\).

In the next lemma, we state and prove the following results which will be needed in our \textit{a posteriori} error analysis.

**Lemma 2.1.** The polynomials \(L_{p,j}\) and \(\psi_{p+1,j}\) satisfy the following properties

\[
\|L_{p,j}\|_{I_j}^2 = \frac{h_j}{2p + 1}, \quad (2.9a)
\]

\[
\int_{I_j} \psi_{p+1,j}^2 dt = -k_1 h_j^{2p+2}, \quad (2.9b)
\]

\[
\|\psi_{p+1,j}\|_{I_j}^2 = (2p + 2) k_2 h_j^{2p+3}, \quad (2.9c)
\]

where \(k_1 = 2 c_p^2, \quad k_2 = \frac{k_1}{(2p+1)(2p+3)}, \quad \text{and } c_p = \frac{(p+1)!^2}{(2p+2)!}.
\]

**Proof.** In order to prove (2.9a), we use the mapping (2.7) and the orthogonality relation (2.5b) to obtain

\[
\|L_{p,j}\|_{I_j}^2 = \int_{I_j} L_{p,j}^2 dt = \frac{h_j}{2} \int_{-1}^{1} \tilde{L}_p(\xi)^2 d\xi = \frac{h_j}{2} \frac{2}{2p + 1} = \frac{h_j}{2p + 1}. \quad (2.10)
\]

Next, we will prove (2.9b). By the property of the Legendre polynomial (2.5a), we have

\[
\tilde{R}_{p+1}(1) = R_{p+1,j}(t_j) = \psi_{p+1,j}(t_j) = 0, \quad \tilde{R}_{p+1}(-1) = R_{p+1,j}(t_{j-1}) = 2(-1)^{p+1}. \quad (2.11)
\]

Therefore,

\[
\int_{I_j} \psi_{p+1,j}^2 dt = \frac{1}{2} \psi_{p+1,j}(t_j) - \frac{1}{2} \psi_{p+1,j}(t_{j-1}) = -\frac{1}{2} \psi_{p+1,j}(t_{j-1}) + \frac{1}{2} \psi_{p+1,j}(t_j) = -\frac{1}{2} \psi_{p+1,j}(t_{j-1})
\]

\[
= -\frac{1}{2} \left( c_p h_j^{p+1} R_{p+1,j}(t_{j-1}) \right) = -2 c_p h_j^{2p+2} = -k_1 h_j^{2p+2}, \quad \text{where } k_1 = 2 c_p^2.
\]
Using (2.8) and the orthogonality relation (2.5b), we write
\[
\|\psi_{p+1,j}\|_{I_j}^2 = c_p^2 h_j^{2p+2} \int_{I_j} R_{p+1,j}(t) dt + \frac{c_p^2 h_j^{2p+3}}{2} \int_{-1}^1 \tilde{R}_{p+1}^2(\xi) d\xi = \frac{c_p^2 h_j^{2p+3}}{2} \int_{-1}^1 (\tilde{I}_{p+1}^2(\xi) - \tilde{I}_p^2(\xi))^2 d\xi
\]
\[
= \frac{c_p^2 h_j^{2p+3}}{2} \int_{-1}^1 (\tilde{I}_{p+1}^2(\xi) + \tilde{I}_p^2(\xi)) d\xi = (2p + 2)k_2 h_j^{2p+3}, \quad \text{where } k_2 = \frac{k_1}{(2p + 1)(2p + 3)}. \, \square
\]

For \( p \geq 1 \), we consider two special projection operators, \( P_h^+ \) and \( P_h^- \), which are defined as follows: For any smooth function \( u \), the restrictions of \( P_h^+ u \) and \( P_h^- u \) to \( I_j \) are polynomials in \( P^p(I_j) \) satisfying
\[
\int_{I_j} (P_h^- u - u) v dt = 0, \quad \forall \, v \in P^{p-1}(I_j), \quad \text{and} \quad \int_{I_j} (P_h^- u - u)(t_j^-) = 0, \quad (2.12a)
\]
\[
\int_{I_j} (P_h^+ u - u) v dt = 0, \quad \forall \, v \in P^{p-1}(I_j), \quad \text{and} \quad \int_{I_j} (P_h^+ u - u)(t_j^+) = 0, \quad (2.12b)
\]

These special projections are used in the error estimates of the DG methods to derive optimal \( L^2 \) error bounds in the literature, e.g., in [20]. They are mainly used to eliminate the jump terms at the element boundaries in the error estimates in order to prove the optimal \( L^2 \) error estimates.

In our analysis, we need the following well-known projection results. Their proofs can be found in [21]: For any \( u \in H^{p+1}(I_j) \) with \( j = 1, \ldots, N \), there exists a constant \( C \) independent of the mesh size \( h \) such that
\[
\|u - P_h^+ u\|_{I_j} \leq C h_j^{p+1} \|u\|_{p+1,I_j}, \quad \|(u - P_h^+ u)\|_{I_j} \leq C h_j^p \|u\|_{p,I_j}. \quad (2.13)
\]

Moreover, we recall the inverse properties of the finite element space \( V_h^p \) that will be used in our error analysis: For any \( v_h \in V_h^p \), there exists a positive constant \( C \) independent of \( v_h \) and \( h \) such that, \( \forall \, j = 1, \ldots, N \),
\[
\|v_h(k)\|_{I_j} \leq C h_j^{-k} \|v_h\|_{I_j}, \quad k \geq 1, \quad (2.14a)
\]
\[
\|v_h(t_{j-1}^-) + v_h(t_j^-)\|_{I_j} \leq C h_j^{-1/2} \|v_h\|_{I_j}. \quad (2.14b)
\]

From now on, the notation \( C, C_1, C_2 \), etc. will be used to denote positive constants that are independent of the discretization parameters, but which may depend upon the exact smooth solution of the ODE (2.1) and its derivatives. Furthermore, all the constants will be generic, i.e., they may represent different constant quantities in different occurrences.

Throughout this paper, \( \epsilon = u - u_h \) will be used to the error between the exact solution of (2.1) and the numerical solutions defined in (2.4). Let the projection error be defined as \( \epsilon = u - P_h^+ u \) and the error between the numerical solution and the exact solution be defined as \( \tilde{\epsilon} = P_h^- u - u_h \). We note that the true error can be split as \( \epsilon = (u - P_h^+ u) + (P_h^- u - u_h) = \epsilon + \tilde{\epsilon} \).

3. Superconvergence error analysis

In this section, we investigate the superconvergence properties of the DG method. We first prove optimal \( L^2 \) error estimate for the DG solution. Then, we prove that the DG solution is \( O(h^{2p+1}) \) superconvergent at the downwind point of each element. We use these results to prove that the DG solution is \( O(h^{p+2}) \) super close to the special projection of the exact solution \( P_h^- u \). Finally, we prove superconvergence at Radau points. In order to prove some error equations, Subtracting (2.4a) from (2.3) with \( v \in V_h^p \) and using the numerical flux (2.4b), we obtain the DG orthogonality condition for the error \( \epsilon \) on \( I_j \):
\[
\int_{I_j} v' e dt + \int_{I_j} (f(t, u) - f(t, u_h)) v dt - \epsilon(t_j^-) v(t_j^-) + e(t_{j-1}^-) v(t_{j-1}^+) = 0, \quad \forall \, v \in V_h^p, \quad (3.1)
\]
which, after using a simple integration by parts on the first term, is equivalent to
\[
\int_{I_j} (\epsilon' - f(t, u) + f(t, u_h)) v dt + [\epsilon](t_{j-1}) v(t_{j-1}^+) = 0. \quad (3.2)
\]
Using the classical Taylor’s series with integral remainder in the variable $u$, we write

$$f(t, u) - f(t, u_h) = \theta(u - u_h) = \theta e,$$

where $\theta = \int_0^1 f_u(t, u + s(u_h - u))ds = \int_0^1 f_u(t, u - se)ds$, (3.3)

since $u - u_h = e$. Substituting (3.3) into (3.2) yields

$$\int_{i_j} (e' - \theta e) v dt + [e](t_{j-1})v(t_{j-1}^+) = 0, \quad \forall v \in V_h^p.$$ (3.4)

For convenience, we define the operator $A_j(e; V)$ as

$$A_j(e; V) = \int_{i_j} (e' - \theta e)V dt + [e](t_{j-1})V(t_{j-1}^+).$$ (3.5)

We note that (3.4) can be written as

$$A_j(e; V) = 0, \quad \forall v \in V_h^p.$$ (3.6)

On the one hand, after a simple integration by parts, $A_j(e; V)$ can be written as

$$A_j(e; V) = \int_{i_j} (-V' - \theta V)edt + e(t_{j-1}^-)V(t_{j-1}^-) - e(t_{j-1}^+)V(t_{j-1}^+).$$ (3.7)

On the other hand, adding and subtracting $P_h^+V$ to $V$, we write (3.5) as

$$A_j(e; V) = A_j(e; V - P_h^+V) + A_j(e; P_h^+V).$$ (3.8)

Combining (3.8) and (3.6) with $v = P_h^+V \in P^p(i_j)$ and using the property of the projection $P_h^+$, i.e., $(V - P_h^+V)(t_{j-1}^+) = 0$, we obtain

$$A_j(e; V) = \int_{i_j} (e' - \theta e)(V - P_h^+V)dt + [e](t_{j-1}^-)(V - P_h^+V)(t_{j-1}^-) = \int_{i_j} (e' - \theta e)(V - P_h^+V)dt.$$ (3.9)

By the property of the projection $P_h^+$, we have

$$\int_{i_j} V'(V - P_h^+V)dt = 0, \quad \forall v \in P^p(i_j),$$ (3.10)

since $v$ is a polynomial of degree at most $p$ and thus $v'$ is a polynomial of degree at most $p - 1$.

Substituting $e = e + \tilde{e}$ into (3.9) and using (3.10) with $v = \tilde{e}$, we get

$$A_j(e; V) = \int_{i_j} (e' - \theta e)(V - P_h^+V)dt + \int_{i_j} \tilde{e}'(V - P_h^+V)dt = \int_{i_j} (e' - \theta e)(V - P_h^+V)dt.$$ (3.11)

Next, we state and prove optimal $L^2$ error estimate for $\|e\|$.

**Theorem 3.1.** Let $u$ be the exact solution of (2.1), which is assumed to be sufficiently smooth with bounded derivatives, i.e., $\|u\|_{p+1, \Omega}$ is bounded. We further assume that $|f_u(t, u)| \leq M_1$ on the set $D = [0, T] \times \mathbb{R}$. Let $p \geq 0$ and $u_h$ be the DG solution of (2.4), then, for sufficiently small $h$, there exists a positive constant $C$ independent of $h$ such that

$$\|e\| \leq Ch^{p+1}.$$ (3.12)

**Proof.** The main idea behind the proof is to construct the following adjoint problem: find a function $\varphi$ such that

$$-\varphi' - \theta \varphi = e, \quad t \in [0, T] \quad \text{subject to} \quad \varphi(T) = 0,$$ (3.13)

where $\theta = \theta(t) = \int_0^1 f_u(t, u(t) - se(t))ds$. This problem has the following exact solution

$$\varphi(t) = \frac{1}{\Theta(t)} \int_t^T \Theta(y)e(y)dy, \quad \text{where} \quad \Theta(t) = \exp \left( -\int_t^T \theta(s)ds \right).$$ (3.14)
First, we prove some regular estimates needed in our error analysis. We note that the assumption \( |f_u(t, u)| \leq M_1 \) is sufficient to guarantee that the function \( \theta(t) \), \( t \in [0, T] \) is bounded by \( M_1 \) since

\[
|\theta(t)| \leq \int_0^1 |f_u(t, u(t) - se(t))| \, ds \leq \int_0^1 M_1 \, ds = M_1, \quad \forall \ t \in [0, T].
\]  
\( (3.15a) \)

From the definition of \( \Theta \) and the estimate \( (3.15a) \), we have

\[
0 \leq \Theta(t) \leq \exp \left( \int_0^T |\theta(s)| \, ds \right) \leq \exp \left( \int_0^T M_1 \, ds \right) = \exp (M_1 T) = C_1.
\]  
\( 3.15b \)

Similarly, we estimate \( \frac{1}{\Theta(t)} \) as follows

\[
0 \leq \frac{1}{\Theta(t)} = \exp \left( \int_0^T \Theta(y) \, dy \right) \leq \exp \left( \int_0^T C_1 \, dy \right) \leq C_1 ^2 \int_0^T \, dy \leq C_1 ^2 T^{1/2} \| e \| , \quad t \in [0, T],
\]  
\( 3.15c \)

Using the definition of \( \varphi \), applying the estimates \( (3.15b)\)–\(3.15c \) and the Cauchy–Schwarz inequality, we obtain

\[
|\varphi(t)| \leq \frac{1}{\Theta(t)} \int_0^T \Theta(y) \, dy \leq C_1 \int_0^T \, dy \leq C_1^2 \int_0^T \, dy \leq C_1^2 T \| e \| , \quad t \in [0, T],
\]  
\( 3.16a \)

which, after squaring both sides and intergrading over \( \Omega \), yields

\[
\| \varphi \|^2 \leq C_1^4 T^2 \| e \|^2 = C_2 \| e \|^2.
\]  
\( 3.16b \)

We also need to estimate \( |\varphi|_1, \Omega \). Using \( (3.13) \) and \( (3.15a) \), we get

\[
|\varphi| \leq |\theta \varphi + e| \leq M_1 |\varphi| + |e|, \quad t \in [0, T].
\]

Squaring both sides, using the inequality \((a + b)^2 \leq 2a^2 + 2b^2\), intergrading over \( \Omega \), and applying \( (3.16a) \), we arrive at

\[
|\varphi|^2_{1, \Omega} = \int_0^T |\varphi'|^2 \, dt \leq 2M_1^2 \| \varphi \|^2 + 2 \| e \|^2 \leq (2M_1^2 C_2 + 2) \| e \|^2 = C_3 \| e \|^2.
\]  
\( 3.16c \)

Finally, using the well-known projection result and the estimate \( (3.16b) \), we obtain

\[
\| \varphi - P_h^n \varphi \| \leq C_4 h |\varphi|_{1, \Omega} \leq C_5 h \| e \|.
\]  
\( 3.16d \)

Now, we are ready to prove \( (3.12) \). On the one hand, using \( (3.7) \) with \( V = \varphi \) and \( (3.13) \), we have

\[
A_j(\varphi; \varphi) = \int_{I_j} (\varphi' - \theta \varphi) \, dt + e(t_j^+) \varphi(t_j) - e(t_{j-1}^-) \varphi(t_{j-1}) = \int_{I_j} e^2 \, dt + e(t_j^+) \varphi(t_j) - e(t_{j-1}^-) \varphi(t_{j-1}),
\]

which, after summing over the elements and using the fact that \( \varphi(T) = e(t_0^-) = 0 \), gives

\[
\sum_{j=1}^N A_j(e; \varphi) = \| e \|^2 + e(T^-) \varphi(T^-) - e(t_0^-) \varphi(t_0^-) = \| e \|^2.
\]  
\( 3.17 \)

On the other hand, taking \( V = \varphi \) in \( (3.11) \), we obtain

\[
A_j(e; \varphi) = \int_{I_j} e' - \theta e \varphi - P_h^n \varphi \, dt.
\]  
\( 3.18 \)

Summing over all elements and applying the Cauchy–Schwarz inequality yields

\[
\sum_{j=1}^N A_j(e; \varphi) \leq (\| e' \| + M_1 \| e \|) \| \varphi - P_h^n \varphi \|.
\]
Applying the estimate (3.16c), we get
\[
\sum_{j=1}^{N} A_{j}(e; \varphi) \leq (C_{0} h^{p} |u|_{p+1, \Omega} + M_{1} \|e\|_{\Omega}) C_{1} h \|e\| \leq C (h^{p+1} + h \|e\|) \|e\|. \tag{3.19}
\]
Combining the two formulas (3.17) and (3.19) yields
\[
\|e\| \leq Ch^{p+1} + Ch \|e\|. \tag{3.20}
\]
Consequently, \((1 - Ch) \|e\| \leq Ch^{p+1}\), where \(C\) is a constant independent of \(h\). Hence, for sufficiently small \(h\), e.g., \(h \leq \frac{1}{2C}\), we have \(\frac{1}{2} \|e\| \leq (1 - Ch) \|e\| \leq Ch^{p+1}\), which gives \(\|e\| \leq 2Ch^{p+1}\) for small \(h\). This completes the proof of (3.12). \(\square\)

In the next theorem, we prove that the DG solution is \(O(h^{2p+1})\) superconvergent at the downwind points. We further prove that the DG solution is \(O(h^{p+2})\) super close to \(P_{h} u\).

**Theorem 3.2.** Assume that the assumptions of Theorem 3.1 are satisfied. In addition, we assume that \(f_{u}\) is sufficiently smooth with respect to the variables \(t\) and \(u\) (for example, the function \(h(t) = f_{u}(t, u(t)) \in C^{p}([0, T])\) is enough). Then there exists a positive constant \(C\) such that
\[
\begin{align*}
|e(t_{k}^-)| &\leq Ch^{2p+1}, \quad k = 1, \ldots, N. \tag{3.21} \\
|\bar{e}(t_{k}^-)| &\leq Ch^{2p+1}, \quad k = 1, \ldots, N. \tag{3.22} \\
\|\bar{e}'\| &\leq Ch^{p+1}. \tag{3.23} \\
\|\bar{e}\| &\leq Ch^{p+2}. \tag{3.24}
\end{align*}
\]

**Proof.** In order to prove global superconvergence of DG solutions at the mesh points we proceed by the duality argument. Let \(W\) be the solution of the following auxiliary problem:
\[
W' + \theta W = 0, \quad t \in [0, t_{k}) \quad \text{subject to} \quad W(t_{k}) = 1, \tag{3.25}
\]
where \(\theta = \theta(t) = \int_{0}^{t} f_{u}(t, u(t) - se(t)) ds\) and \(1 \leq k \leq N\). The exact solution is given by \(W(t) = \exp \left( \int_{0}^{t} \theta(s) ds \right)\), \(t \in [0, t_{k}]\). We note that the estimate (3.15a) and the assumption \(h(t) = f_{u}(t, u(t)) \in C^{p}([0, T])\) indicated that there exists a constant \(C\) such that
\[
\|W\|_{p+1, \Omega_{k}} \leq C. \tag{3.26}
\]
By (3.7) and (3.25), we have
\[
A_{j}(e; W) = \int_{t_{j}}^{t_{j+1}} (-W' - \theta W) dt + e(t_{j}^-) W(t_{j}) - e(t_{j-1}^-) W(t_{j-1}) = e(t_{j}^-) W(t_{j}) - e(t_{j-1}^-) W(t_{j-1}).
\]
Summing over the elements \(I_{j}\), \(j = 1, \ldots, k\) and using \(W(t_{k}) = 1\) and \(e(t_{0}^-) = 0\), we get
\[
\sum_{j=1}^{k} A_{j}(e; W) = e(t_{k}^-) W(t_{k}) - e(t_{0}^-) W(t_{0}) = e(t_{k}^-). \tag{3.27}
\]
On the other hand, choosing \(V = W\) in (3.11), we get
\[
A_{j}(e; W) = \int_{t_{j}}^{t_{j+1}} (\epsilon' - \theta e)(W - P_{h}^{+} W) dt.
\]
Summing over the elements \(I_{j}\), \(j = 1, \ldots, k\) with \(1 \leq k \leq N\) and using (3.27), we obtain
\[
e(t_{k}^-) = \sum_{j=1}^{k} \int_{t_{j}}^{t_{j+1}} (\epsilon' - \theta e)(W - P_{h}^{+} W) dt.
\]
Applying (3.15a) and the Cauchy–Schwarz inequality, we obtain
\[
|e(t_{k}^-)| \leq (\|\epsilon'\|_{0, \Omega_{k}} + M_{1} \|e\|_{0, \Omega_{k}}) \|W - P_{h}^{+} W\|_{0, \Omega_{k}} \leq (\|\epsilon'\| + M_{1} \|e\|) \|W - P_{h}^{+} W\|_{0, \Omega_{k}}.
\]
Applying (3.12), (2.13), and (3.26), we get

$$\|e(t_k^-)\| \leq C\|h^p \|_{p+1, \Omega} + M_1 h^{\theta + 1} C_2 h^{p+1} |W|_{p+1, \Omega_k} \leq C(h^p + h^{\theta + 1}) h^{p+1} = O(h^{2p+1}),$$

for all $k = 1, \ldots, N$, which completes the proof of (3.21).

In order to show (3.22) we use the relation $\epsilon = \tilde{\epsilon} + \epsilon$, the property of the projection $P_h^-$, i.e., $\epsilon(t^-) = 0$, and the estimate (3.21) to get

$$\|\tilde{\epsilon}(t_k^-)\| = \|\epsilon(t_k^-)\| = O(h^{2p+1}).$$

Next, we will estimate $\|\tilde{\epsilon}\|$. By the property of the projection $P_h^-$, we have

$$\int_{I_j} \epsilon \nu' dt = 0, \quad \forall \nu \in P^p(I_j), \quad \text{and} \quad \epsilon(t^-) = 0, \quad j = 1, \ldots, N,$$

since $\nu$ is a polynomial of degree at most $p$ and thus $\nu'$ is a polynomial of degree at most $p - 1$.

Substituting $\epsilon = \epsilon + \tilde{\epsilon}$ into (3.1) and applying (3.29) yields

$$\int_{I_j} \nu' dt + \int_{I_j} (f(t, u) - f(t, u_h)) \nu dt - \tilde{\epsilon}'(t_j^-) \nu(t_j^-) + \tilde{\epsilon}'(t_{j-1}^-) \nu(t_{j-1}^-) = 0,$$

which, after using a simple integration by parts on the first term, is equivalent to

$$\int_{I_j} \left(\tilde{\epsilon}' - f(t, u) + f(t, u_h)\right) \nu dt + [\tilde{\epsilon}](t_{j-1}) \nu(t_{j-1}^-) = 0.$$  \hspace{1cm} (3.30)

Taking $\nu(t) = \tilde{\epsilon}'(t) - (\frac{1}{2})^p \tilde{\epsilon}'(t_{j-1}^+) L_{p, j}(t) \in P^p(I_j)$ in (3.30), we have, by the property $\tilde{L}_p(-1) = (-1)^p$ and the orthogonality relation (2.5b), $\nu(t_{j-1}^-) = 0$ and

$$\int_{I_j} (\tilde{\epsilon}')^2 dt = (\frac{1}{2})^p \left(\int_{I_j} \tilde{\epsilon}'(t_{j-1}^+) \right)^2 \int_{I_j} L_{p, j} \tilde{\epsilon}' dt + \int_{I_j} (f(t, u) - f(t, u_h)) (\tilde{\epsilon}' - (\frac{1}{2})^p \tilde{\epsilon}'(t_{j-1}^+) L_{p, j}) dt$$

$$= \int_{I_j} (f(t, u) - f(t, u_h)) (\tilde{\epsilon}' - (\frac{1}{2})^p \tilde{\epsilon}'(t_{j-1}^+) L_{p, j}) dt.$$  \hspace{1cm} (3.31)

Using the Lipschitz condition (2.2) and applying the Cauchy–Schwarz inequality yields

$$\|\tilde{\epsilon}'\|^2_{I_j} \leq M_1 \|\epsilon\|_{I_j} \left(\left\|\tilde{\epsilon}'\right\|_{I_j} + \left\|\tilde{\epsilon}'(t_{j-1}^+)\right\|_{L_{p, j}}\right) \leq M_1 \|\epsilon\|_{I_j} \left(\left\|\tilde{\epsilon}'\right\|_{I_j} + \left\|\tilde{\epsilon}'(t_{j-1}^+)\right\|_{L_{p, j}}\right).$$

Combining (3.32) with (2.14b) and (2.9a), we obtain

$$\|\tilde{\epsilon}'\|^2_{I_j} \leq M_1 \|\epsilon\|_{I_j} \left(\left\|\tilde{\epsilon}'\right\|_{I_j} + C_1 h_j^{-1/2} \left\|\tilde{\epsilon}'\right\|_{I_j} \frac{h_j^{1/2}}{(2p + 1)^{1/2}}\right) \leq C \|\epsilon\|_{I_j} \|\tilde{\epsilon}'\|^2_{I_j},$$

Therefore, $\|\tilde{\epsilon}'\|_{I_j} \leq C \|\epsilon\|_{I_j}$. Squaring both sides, summing over all elements, and applying (3.12), we get

$$\|\tilde{\epsilon}'\|^2 \leq C \|\epsilon\|^2 \leq C h^{2p+2}.$$  \hspace{1cm} (3.33)

Finally, we will estimate $\|\tilde{\epsilon}\|$. By the Fundamental Theorem of Calculus, we have

$$|\tilde{\epsilon}(t)| = |\tilde{\epsilon}'(t_j^-) + \int_{t_j^-}^t \tilde{\epsilon}'(s) ds| \leq |\tilde{\epsilon}'(t_j^-)| + \int_{t_j^-}^t |\tilde{\epsilon}'(s)| ds, \quad \forall t \in I_j.$$

Squaring both sides, using $(a + b)^2 \leq 2a^2 + 2b^2$ and applying the Cauchy–Schwarz inequality, we obtain

$$|\tilde{\epsilon}(t)|^2 \leq 2|\tilde{\epsilon}'(t_j^-)|^2 + 2 \int_{I_j} |\tilde{\epsilon}'(s)| ds \leq 2|\tilde{\epsilon}'(t_j^-)|^2 + 2h_j \int_{I_j} |\tilde{\epsilon}'(s)|^2 ds = 2|\tilde{\epsilon}'(t_j^-)|^2 + 2h_j \|\tilde{\epsilon}'\|^2_{I_j}.$$
Integrating this inequality with respect to $t$ and using the estimate (3.22), we get
\[
\| \tilde{e}^2 \|_{I_j} \leq 2h_j |\tilde{e}(t_j^-)|^2 + 2h_j^2 \| \tilde{e}^\prime \|_{I_j}^2 \leq 2C h_j^{4p+3} + 2h_j^2 \| \tilde{e}^\prime \|_{I_j}^2.
\]
Summing over all elements and using the estimate (3.23) and the fact that $h = \max h_j$, we obtain
\[
\| \tilde{e}^2 \| \leq C_1 h^{4p+2} + 2h_j^2 \| \tilde{e}^\prime \|^2 \leq C_1 h^{4p+2} + 2C_2 h^{2p+1} = O(h^{2p+1}),
\]
(3.34) since $4p + 2 \geq 2p + 4$ for $p \geq 1$. Thus, we have completed the proof of the theorem. □

Thus, the numerical solution $u_h$ is closer to $P_h u$ than to the exact solution $u$. Next, we use the results of Theorem 3.2 to show that the true error $e$ can be divided into a significant part and a less significant part. The significant part is proportional to the $(p + 1)$-degree right Radau polynomial and the less significant part converges at $O(h^{p+2})$ rate in the $L^2$-norm. We first define two interpolation operators $\pi$ and $\hat{\pi}$. The operator $\pi$ is defined as follows: For any function $u = u(t)$, $\pi u|_{I_j} \in P^p(I_j)$ and interpolates $u$ at the roots $t_{j,i}$, $i = 0, 1, \ldots, p$, of the $(p + 1)$-degree right Radau polynomial shifted to $I_j$. Next, the operator $\hat{\pi}$ is such that $\hat{\pi} u|_{I_j} \in P^{p+1}(I_j)$ and divided as follows: $\hat{\pi} u|_{I_j}$ interpolates $u$ at $t_{j,i}$, $i = 0, 1, \ldots, p$, and at an additional point $\hat{t}_{j,i}$ in $I_j$ with $\hat{t}_{j,i} \neq t_{j,i}$, $i = 0, 1, \ldots, p$.

For the sake of completeness, we include the following results from [4] which will be needed in our error analysis. In particular, we show that the interpolation error can be divided into significant and less significant parts.

**Lemma 3.1.** Let $u \in H^{p+2}(I_j)$ and $P_h^−$ and $\pi$ as defined above. Then
\[
u - \pi u = \phi_j + \gamma_j, \quad \text{on } I_j, \quad \text{(3.35a)}
\]
where
\[
\phi_j(t) = \alpha_j \psi_{p+1,j}(t), \quad \psi_{p+1,j}(t) = \prod_{i=0}^{p} (t - t_{j,i}), \quad \gamma_j = u - \hat{\pi} u, \quad \text{(3.35b)}
\]
and $\alpha_j$ is the coefficient of $t^{p+1}$ in the $(p + 1)$-degree polynomial $\hat{\pi} u$. Furthermore,
\[
\| \phi_j \|_{s, I_j} \leq C h_j^{p+1-s} \| u \|_{p+1, I_j}, \quad s = 0, \ldots, p, \quad \text{(3.35c)}
\]
\[
\| \gamma_j \|_{s, I_j} \leq C h_j^{p+2-s} \| u \|_{p+2, I_j}, \quad s = 0, \ldots, p + 1. \quad \text{(3.35d)}
\]
Finally,
\[
\| \pi u - P_h^- u \|_{I_j} \leq C h_j^{p+2} \| u \|_{p+2, I_j}. \quad \text{(3.36)}
\]
**Proof.** The proof of these results can be found in the paper by Adjerid and Baccouch [4]. More precisely in its Lemma 2.1. □

Now, we are ready to state and prove the main global superconvergence result.

**Theorem 3.3.** Under the assumptions of Theorem 3.2, there exists a positive constant $C$ independent of $h$ such that
\[
\| u_h - \pi u \| \leq C h^{p+2}. \quad \text{(3.37)}
\]
Moreover, the true error can be divided into a significant part and a less significant part as
\[
e(t) = \omega_j \psi_{p+1,j}(t) + \omega_j(t), \quad \text{on } I_j, \quad \text{(3.38a)}
\]
where
\[
\omega_j = \gamma_j + \pi u - u_h, \quad \text{(3.38b)}
\]
and
\[
\sum_{j=1}^{N} \| \omega_j \|_{I_j} \leq C h^{2p+2}, \quad \sum_{j=1}^{N} \| \omega_j \|_{I_j} \leq C h^{2(p+1)}. \quad \text{(3.38c)}
\]
Finally,
\[
\sum_{j=1}^{N} \| \tilde{e}^\prime \|_{I_j} \leq C h^p \quad \text{and} \quad \| e \|_{1, \Omega} \leq C h^p. \quad \text{(3.39)}
\]
Proof. Adding and subtracting \( P_h^\pi u \) to \( u_h - \pi u \), we write
\[
\begin{align*}
\frac{u_h - \pi u}{P_h^\pi u + P_h^\pi u - \pi u} = -\tilde{e} + P_h^\pi u - \pi u.
\end{align*}
\]
Taking the \( L^2 \)-norm and applying the triangle inequality, we obtain
\[
\|u_h - \pi u\| \leq \|\tilde{e}\| + \|P_h^\pi u - \pi u\|.
\]
Using the estimates (3.24) and (3.36), we establish (3.37).

Next, we add and subtract \( \pi u \) to \( e \), we have
\[
\begin{align*}
e = u - \pi u + \pi u - u_h.
\end{align*}
\]
Furthermore, one can split the interpolation errors \( u - \pi u \) on \( I_j \) as in (3.35a) to obtain
\[
\begin{align*}
e' = \phi_j + \gamma_j + \pi u - u_h = \phi_j + \omega_j, \quad \text{where} \quad \omega_j = \gamma_j + \pi u - u_h.
\end{align*}
\]
Next, we use the Cauchy–Schwarz inequality and the inequality \( |ab| \leq \frac{1}{2}(a^2 + b^2) \) to write
\[
\begin{align*}
\|\omega_j\|_{L_j}^2 &= (\gamma_j + \pi u - u_h, \gamma_j + \pi u - u_h)_{L_j} = \|\gamma_j\|_{L_j}^2 + 2(\gamma_j, \pi u - u_h)_{L_j} + \|\pi u - u_h\|_{L_j}^2 \\
&\leq 2 \left( \|\gamma_j\|_{L_j}^2 + \|\pi u - u_h\|_{L_j}^2 \right).
\end{align*}
\]
Summing over all elements and applying (3.35d) with \( s = 0 \) and (3.37) yields the first estimate in (3.38).

Using the Cauchy–Schwarz inequality and the inequality \( |ab| \leq \frac{1}{2}(a^2 + b^2) \), we write
\[
\begin{align*}
\|\omega_j'\|_{L_j}^2 &= (\gamma_j' + (\pi u - u_h)', \gamma_j' + (\pi u - u_h)')_{L_j} \leq 2 \left( \|\gamma_j'\|_{L_j}^2 + \|\pi u - u_h\|_{L_j}^2 \right).
\end{align*}
\]
Using the inverse inequality (2.14a), i.e., \( (\pi u - u_h)' \) \( \|_{L_j} \leq C h^{-1} (\|\pi u - u_h\|_{L_j} \), we obtain the estimate
\[
\begin{align*}
\|\omega_j'\|_{L_j}^2 &\leq C \left( \|\gamma_j'\|_{L_j}^2 + h^{-2} \|\pi u - u_h\|_{L_j}^2 \right).
\end{align*}
\]
Summing over all elements and applying (3.37) and the estimate (3.35d) with \( s = 1 \), we establish the second estimate in (3.38c).

In order to show (3.39), we note that
\[
\begin{align*}
\|e\|_{L_0}^2 = \|e\|_{L_0}^2 + \sum_{j=1}^N \|e'\|_{L_j}^2.
\end{align*}
\]
Differentiating (3.41) with respect to \( t \), taking the \( L^2 \)-norm, and applying the Cauchy–Schwarz inequality and the inequality \( |ab| \leq \frac{1}{2}(a^2 + b^2) \), we get
\[
\begin{align*}
\|e'\|_{L_j}^2 &= \left( \phi_j' + \omega_j', \phi_j' + \omega_j' \right)_{L_j} \leq 2 \left( \|\phi_j'\|_{L_j}^2 + \|\omega_j'\|_{L_j}^2 \right).
\end{align*}
\]
Summing over all elements and applying (3.35c) and (3.38c), we obtain
\[
\begin{align*}
\sum_{j=1}^N \|e'\|_{L_j}^2 &\leq C h^{2p}.
\end{align*}
\]
Finally, substituting (3.12) and (3.44) into (3.43) establishes (3.39). \( \square \)

4. A posteriori error estimation

In this section, we present a technique to compute asymptotically correct a posteriori estimates of the DG errors for the nonlinear IVP (2.1). These estimates are computed by solving a local problem with no boundary condition on each element. We further prove that the DG discretization error estimates converge to the true spatial errors in the \( L^2 \)-norm as \( h \to 0 \). Next, we present the weak finite element formulation to compute a posteriori error estimate for the nonlinear IVP (2.1).

Multiplying (2.1) by arbitrary smooth function \( v \) and integrating over an arbitrary element \( I_j \), we get
\[
\begin{align*}
\int_{I_j} u' v dt = \int_{I_j} f(t, u) v dt.
\end{align*}
\]
Replacing \( u \) by \( u_h + e \) and choosing \( v = \psi_{p+1,j}(t) \), we obtain
\[
\int_{l_j} e' \psi_{p+1,j} \, dt = \int_{l_j} \left( f(t, u_h + e) - u_h' \right) \psi_{p+1,j} \, dt.
\] (4.2)

Substituting (3.38a), i.e., \( e(t) = \alpha_j \psi_{p+1,j}(t) + \omega_j(t) \), into the left-hand side of (4.2) yields
\[
\alpha_j \int_{l_j} \psi'_{p+1,j} \psi_{p+1,j} \, dt = \int_{l_j} \left( f(t, u_h + e) - u_h' - \omega_j' \right) \psi_{p+1,j} \, dt.
\] (4.3)

Using (2.9b) and solving for \( \alpha_j \), we obtain
\[
\alpha_j = -\frac{1}{k_1 h_j^{p+2}} \int_{l_j} \left( f(t, u_h + e) - u_h' - \omega_j' \right) \psi_{p+1,j} \, dt.
\] (4.4)

Our error estimate procedure consists of approximating the true error on each element \( l_j \) by the leading term as
\[
e(t) \approx E(t) = \alpha_j \psi_{p+1,j}(t), \quad t \in l_j,
\] (4.5a)
where the coefficient of the leading term of the error, \( a_j \), is obtained from the coefficient \( \alpha_j \) defined in (4.4) by neglecting the terms \( \omega_j \) and \( e \), i.e.,
\[
a_j = -\frac{1}{k_1 h_j^{p+2}} \int_{l_j} \left( f(t, u_h) - u_h' \right) \psi_{p+1,j} \, dt.
\] (4.5b)

We note that our error estimates are obtained by solving local problems with no boundary conditions.

An accepted efficiency measure of a posteriori error estimates is the effectivity index. In this paper, we use the global effectivity index
\[
\sigma = \frac{\|E\|}{\|e\|},
\]
and is used to appraise the accuracy of the error estimate. Ideally, the global effectivity index should stay close to one and should converge to one under mesh refinement.

Next, we will show that the error estimate \( E \) converges to the exact error \( e \) in the \( L^2 \)-norm as \( h \to 0 \). Furthermore, we will prove the convergence to unity of the global effectivity index \( \sigma \) under mesh refinement.

Before stating our main result we state and prove the following preliminary results.

**Theorem 4.1.** Suppose that the assumptions of Theorem 3.2 are satisfied. If \( \alpha_j \) and \( a_j \) are given by (4.4) and (4.5b), respectively, then there exists a positive constant \( C \) independent of \( h \) such that
\[
\sum_{j=1}^{N} (a_j - \alpha_j)^2 \| \psi_{p+1,j} \|^2_{l_j} \leq C h^{2p+4}.
\] (4.6)

\[
\sum_{j=1}^{N} \left( a_j^2 + \alpha_j^2 \right) \| \psi_{p+1,j} \|^2_{l_j} \leq C h^{2p+2}.
\] (4.7)

\[
\sum_{j=1}^{N} |a_j^2 - \alpha_j^2| \| \psi_{p+1,j} \|^2_{l_j} \leq C h^{2p+3}.
\] (4.8)

**Proof.** Subtracting (4.4) from (4.5b), we obtain
\[
a_j - \alpha_j = -\frac{1}{k_1 h_j^{p+2}} \int_{l_j} \left( f(t, u_h + e) - f(t, u_h) - \omega_j' \right) \psi_{p+1,j} \, dt.
\] (4.9)

Thus,
\[
|a_j - \alpha_j| \leq \frac{1}{k_1 h_j^{p+2}} \int_{l_j} \left( |f(t, u_h + e) - f(t, u_h)| + |\omega_j'| \right) |\psi_{p+1,j}| \, dt.
\] (4.10)
Using the Lipschitz condition (2.2) and applying the Cauchy–Schwarz inequality yields
\[
|a_j - \alpha_j| \leq \frac{1}{k_1 h_j^{2p+2}} \int_{I_j} \left( M_1 |e| + |\alpha_j| \right) |\psi_{p+1,j}| \, dt \leq \left\| \psi_{p+1,j} \right\|_{L_2(I_j)} \left( M_1 \|e\|_{L_2(I_j)} + \|\alpha_j\|_{L_2(I_j)} \right).
\] (4.11)

Applying the inequality \((a + b)^2 \leq 2(a^2 + b^2)\), we obtain
\[
(a_j - \alpha_j)^2 \leq \frac{2}{k_1 h_j^{2p+4}} \left( M_1^2 \|e\|^2_{L_2(I_j)} + \|\alpha_j\|^2_{L_2(I_j)} \right).
\] (4.12)

Multiplying by \(\|\psi_{p+1,j}\|^2_{L_2(I_j)}\) and using (2.9c), i.e., \(\|\psi_{p+1,j}\|^2_{L_2(I_j)} = (2p + 2)k_2 h_j^{2p+3}\) yields
\[
(a_j - \alpha_j)^2 \|\psi_{p+1,j}\|^2_{L_2(I_j)} \leq \frac{2}{k_1^2 h_j^{4p+4}} \left( M_1^2 \|e\|^2_{L_2(I_j)} + \|\alpha_j\|^2_{L_2(I_j)} \right) \leq k_3 h_j^2 \left( \|e\|^2_{L_2(I_j)} + \|\alpha_j\|^2_{L_2(I_j)} \right),
\] (4.13a)

where \(k_3\) is a constant independent of the mesh size given by
\[
k_3 = \frac{2(2p + 2)^2k_2^2}{k_1^2} \max(M_1^2, 1).
\] (4.13b)

Summing over all elements and using \(h = \max_{1 \leq j \leq N} h_j\), we arrive at
\[
\sum_{j=1}^{N} (a_j - \alpha_j)^2 \|\psi_{p+1,j}\|^2_{L_2(I_j)} \leq k_3 h^2 \left[ \|e\|^2 + \sum_{j=1}^{N} \|\alpha_j\|^2_{L_2(I_j)} \right].
\]

Combining this estimate with (3.12) and (3.38c), we establish (4.6).

Next, we will prove (4.7). Since \(u_h = u - e\) and \(u' = f(t, u)\), we have
\[
a_j = -\frac{1}{k_1 h_j^{2p+2}} \int_{I_j} \left( f(t, u - e) - f(t, u) + e' \right) \psi_{p+1,j} \, dt.
\] (4.14)

Using the Lipschitz condition (2.2) and applying the Cauchy–Schwarz inequality, we get
\[
|a_j| \leq \frac{1}{k_1 h_j^{2p+2}} \int_{I_j} \left( |f(t, u - e) - f(t, u)| + |e'| \right) |\psi_{p+1,j}| \, dt
\leq \frac{1}{k_1 h_j^{2p+2}} \int_{I_j} \left( M_1 |e| + |e'| \right) |\psi_{p+1,j}| \, dt \leq \frac{\|\psi_{p+1,j}\|_{L_2(I_j)}}{k_1 h_j^{2p+2}} \left( M_1 \|e\|_{L_2(I_j)} + \|e'\|_{L_2(I_j)} \right).
\] (4.15)

Applying the inequality \((a + b)^2 \leq 2(a^2 + b^2)\), we get
\[
a_j^2 \leq \frac{2}{k_1^2 h_j^{4p+4}} \left( M_1^2 \|e\|^2_{L_2(I_j)} + \|e'\|^2_{L_2(I_j)} \right).
\] (4.16)

Multiplying both sides by \(\|\psi_{p+1,j}\|^2_{L_2(I_j)} = (2p + 2)k_2 h_j^{2p+3}\), we obtain
\[
a_j^2 \|\psi_{p+1,j}\|^2_{L_2(I_j)} \leq \frac{2}{k_1^2 h_j^{4p+4}} \left( M_1^2 \|e\|^2_{L_2(I_j)} + \|e'\|^2_{L_2(I_j)} \right) = \frac{2(2p + 2)^2k_2^2}{k_1^2} \left( M_1^2 \|e\|^2_{L_2(I_j)} + \|e'\|^2_{L_2(I_j)} \right)
\leq k_3 h_j^2 \left( \|e\|^2_{L_2(I_j)} + \|e'\|^2_{L_2(I_j)} \right),
\]

where \(k_3\) is defined in (4.13b). Summing over all elements and using \(h = \max_{1 \leq j \leq N} h_j\) and the estimates (3.12) and (3.39), we obtain
\[
\sum_{j=1}^{N} a_j^2 \|\psi_{p+1,j}\|^2_{L_2(I_j)} \leq k_3 h^2 \left[ \|e\|^2 + \|e'\|^2 \right] \leq C_1 h^{2p+2}.
\] (4.17)
On the other hand, taking the $L^2$ inner product of $\psi_{p+1,j}$ and $\phi_j = \alpha_j \psi_{p+1,j}$, defined in (3.35b), and applying the Cauchy–Schwarz inequality, we write

$$
|\alpha_j| \|\psi_{p+1,j}\|_{I_j}^2 = |(\phi_j, \psi_{p+1,j})_{I_j}| \leq \|\psi_{p+1,j}\|_{I_j} \|\phi_j\|_{I_j}.
$$

(4.18)

Hence, we have

$$
\alpha_j^2 \|\psi_{p+1,j}\|_{I_j}^2 \leq \|\phi_j\|_{I_j}^2.
$$

Summing over all elements and applying (3.35c), we obtain

$$
\sum_{j=1}^{N} \alpha_j^2 \|\psi_{p+1,j}\|_{I_j}^2 \leq \sum_{j=1}^{N} \|\phi_j\|_{I_j}^2 \leq C_2 h^{2p+2}.
$$

(4.19)

Adding (4.17) and (4.19) yields (4.7).

Finally, we will prove (4.8). Using the Cauchy–Schwarz inequality, the inequality $(a + b)^2 \leq 2a^2 + 2b^2$, and applying the estimates (4.6) and (4.7), we obtain

$$
\sum_{j=1}^{N} |\alpha_j^2 - \alpha_j^2| \|\psi_{p+1,j}\|_{I_j}^2 = \sum_{j=1}^{N} (|\alpha_j| - a_j) \|\psi_{p+1,j}\|_{I_j} \left( |\alpha_j| + a_j \right) \|\psi_{p+1,j}\|_{I_j}
$$

\[ \leq \left( \sum_{j=1}^{N} (|\alpha_j| - a_j)^2 \|\psi_{p+1,j}\|_{I_j}^2 \right)^{1/2} \left( \sum_{j=1}^{N} (|\alpha_j| + a_j)^2 \|\psi_{p+1,j}\|_{I_j}^2 \right)^{1/2} \leq \sqrt{2} \left( \sum_{j=1}^{N} (|\alpha_j| - a_j)^2 \|\psi_{p+1,j}\|_{I_j}^2 \right)^{1/2} \left( \sum_{j=1}^{N} (|\alpha_j| + a_j)^2 \|\psi_{p+1,j}\|_{I_j}^2 \right)^{1/2} \leq \sqrt{2} (C h^{2p+4})^{1/2} (C h^{2p+2})^{1/2} = O(h^{2p+3}). \]

(4.20)

The main results of this section are stated in the following theorem. In particular, we state and prove asymptotic results of our a posteriori error estimates.

**Theorem 4.2.** Suppose that the assumptions of Theorem 3.2 are satisfied. If $E(t) = a_j \psi_{p+1,j}(t)$, $t \in I_j$, where $a_j, j = 1, \ldots, N$, are given by (4.5b), then there exists a positive constant $C$ independent of $h$ such that

$$
\|e - E\| \leq C h^{2p+4}.
$$

(4.20)

As a consequence, the DG method combined with the a posteriori error estimation procedure yields $O(h^{p+2})$ superconvergent solution i.e.,

$$
\|u - (u + E)\| \leq \sum_{j=1}^{N} \|u - (u + a_j \psi_{p+1,j})\|_{I_j} \leq C h^{2p+4}.
$$

(4.21)

Furthermore,

$$
\|e\|^2 = \|E\|^2 + \hat{e} = \sum_{j=1}^{N} a_j^2 \|\psi_{p+1,j}\|_{I_j}^2 + \hat{e}, \text{ where } |\hat{e}| \leq C h^{2p+3}.
$$

(4.22)

Finally, if there exists a constant $C = C(u) > 0$ independent of $h$ such that

$$
\|e\| \geq C h^{p+1},
$$

(4.23)

then the global effectivity index in the $L^2$ norm, which is defined as $\sigma = \frac{\|e\|}{\|E\|}$, converges to unity at $O(h)$ rate, i.e.,

$$
\sigma = 1 + O(h).
$$

(4.24)

**Proof.** First, we will prove (4.20) and (4.21). Since $e = a_j \psi_{p+1,j} + \omega_j$ and $E = a_j \psi_{p+1,j}$ on $I_j$, we have

$$
\|e - E\|_{I_j} = \|(a_j - a_j) \psi_{p+1,j} + \omega_j\|_{I_j} \leq 2(a_j - a_j)^2 \|\psi_{p+1,j}\|_{I_j}^2 + 2 \|\omega_j\|_{I_j}^2,
$$

(4.25)
where we used the inequality \((a + b)^2 \leq 2a^2 + 2b^2\). Summing over all elements and applying the estimates (3.38c) and (4.6) yields
\[
\|e - E\|^2 = \sum_{j=1}^{N} \|e - E\|^2_{I_j} \leq 2 \sum_{j=1}^{N} (\alpha_j - a_j)^2 \|\psi_{p+1,j}\|^2_{I_j} + \sum_{j=1}^{N} \|\omega_j\|^2_{I_j} \leq 2C_1 h^{2p+4} + 2C_2 h^{2p+4} = Ch^{2p+4}.
\]

Using the relation \(e = u - u_h\) and the estimate (4.20), we obtain
\[
\sum_{j=1}^{N} \|u - (u_h + a_j \psi_{p+1,j})\|^2_{I_j} = \|u - (u_h + E)\|^2 = \|e - E\|^2 \leq Ch^{2p+4}.
\]

Next, we will prove (4.22). From (3.38a) the DG error can be split as \(e = \phi_j + \omega_j\), on \(I_j\). Taking the \(L^2\) norm of \(e\) and using (3.35b) we have
\[
\|e\|^2_{I_j} = \|\phi_j\|^2_{I_j} + 2(\phi_j, \omega_j)_{I_j} + \|\omega_j\|^2_{I_j} = \alpha_j^2 \|\psi_{p+1,j}\|^2_{I_j} + \epsilon_j,
\]
where
\[
\epsilon_j = 2(\phi_j, \omega_j)_{I_j} + \|\omega_j\|^2_{I_j}.
\]

Summing over all elements, we obtain
\[
\|e\|^2 = \sum_{j=1}^{N} \alpha_j^2 \|\psi_{p+1,j}\|^2_{I_j} + \hat{\epsilon}, \quad \text{where} \quad \hat{\epsilon} = \sum_{j=1}^{N} \epsilon_j.
\]

Next, we write the DG error as
\[
\|e\|^2 = \sum_{j=1}^{N} \alpha_j^2 \|\psi_{p+1,j}\|^2_{I_j} + \hat{\epsilon}, \quad \text{where} \quad \hat{\epsilon} = \sum_{j=1}^{N} (\alpha_j^2 - a_j^2) \|\psi_{p+1,j}\|^2_{I_j} + \hat{\epsilon}.
\]

On the one hand, applying the estimate (4.8), we get
\[
|\hat{\epsilon}| \leq \sum_{j=1}^{N} |\alpha_j^2 - a_j^2| \|\psi_{p+1,j}\|^2_{I_j} + |\epsilon| \leq Ch^{2p+3} + |\epsilon|.
\]

On the other hand, from (4.25b), we apply the Cauchy–Schwarz inequality to obtain
\[
|\hat{\epsilon}| \leq \sum_{j=1}^{N} |\epsilon_j| \leq 2 \sum_{j=1}^{N} \|\phi_j\|_{I_j} \|\omega_j\|_{I_j} + \sum_{j=1}^{N} \|\omega_j\|^2_{I_j}.
\]

Applying the Cauchy–Schwarz inequality and using the estimates (3.35c) and (3.38c), we get
\[
|\hat{\epsilon}| \leq 2 \left( \sum_{j=1}^{N} \|\phi_j\|^2_{I_j} \right)^{1/2} \left( \sum_{j=1}^{N} \|\omega_j\|^2_{I_j} \right)^{1/2} + \sum_{j=1}^{N} \|\omega_j\|^2_{I_j} \leq C_1 h^{2p+3}.
\]

Finally, combining (4.28) and (4.30) we complete the proof of (4.22).

In order to show (4.24), we use the triangle inequality to have
\[
\|E - e\| \leq \|E - e\|.
\]

which, after dividing by \(\|e\|\), yields
\[
\left| \frac{\|E\| - 1}{\|e\|} \right| \leq \left| \frac{\|E - e\|}{\|e\|} \right|.
\]

Applying the estimate (4.20) and the inverse estimate (4.23), we arrive at
\[
\left| \frac{\|E\| - 1}{\|e\|} \right| \leq Ch.
\]

Therefore, \(\frac{|E|}{\|e\|} = 1 + O(h)\), which establishes (4.24). \(\square\)

In the previous theorem, we proved that the global a posteriori error estimates converge to the true spatial errors at \(O(h^{p+1})\) rate. We further proved that the global effectivity index in the \(L^2\)-norm converges to unity at \(O(h)\) rate.
Remark 4.1. We note that the computable quantity $u_h + E$ converge to the exact solution $u$ at $O(h^{p+2})$ rate. This accuracy enhancement is simply achieved by adding the error estimate $E$ to the approximate solution $u_h$. Finally, we note that our DG error estimates are obtained by solving a local problem with no boundary conditions on each element. This leads to very efficient computations of the post-processed approximation $u_h + E$.

Remark 4.2. The performance of an error estimator is commonly measured by the effectivity index which is the ratio of the estimated error to the actual error. In particular, we say that the error estimator is asymptotically exact if the effectivity index approaches unity as the mesh size goes to zero. Thus, (4.24) indicated that our a posteriori error estimator is asymptotically exact. We note that $E$ is a computable quantity since it only depends on the numerical solution $u_h$ and the $f$. It provides an asymptotically exact a posteriori estimator on the actual error $\|e\|$. We would like to emphasize that our DG error estimate is computationally simple which make it useful in adaptive computations.

Remark 4.3. We note that, from (3.34), if $p = 0$ then $\|\hat{e}\| = O(h)$ which is the same as $\|e\|$. Thus, when $p = 0$, there is no superconvergenteffect for global errors. Also, our error estimate procedure does not apply.

Remark 4.4. The assumption (4.23) implies that terms of order $O(h^{p+1})$ are present in the error. If this were not the case, the error estimate $E$ might not be such a good approximation of the error $e$. Even though the proof of (4.24) is valid under the assumption (4.23), our computational results given in the next section demonstrate that the global effectivity index in the $L^2$-norm converge to unity at $O(h)$ rate. Thus, the proposed error estimation technique is an excellent measure of the error.

We note that the a priori estimate (3.12) is optimal in the sense that the exponent of $h$ is the largest possible. In fact, one may show that provided that the $(p + 1)$st-order derivatives of the exact solution $u$ do not vanish identically over the domain $\mathcal{D}$, then an inverse estimate of the form (4.23) is valid [8,37,38] for some positive constant $C$ which depends on $u$ but not on $h$. Combining (3.12) with (4.23), we show that $u_h$ approximates $u$ to $O(h^{p+1})$ in the $L^2$ norm.

5. Computational results

In this section, we numerically validate our theoretical results. We compute the maximum DG error at shifted roots of $(p + 1)$-degree right-Radau polynomial on each element $I_j$ and then take the maximum over all elements. We also compute the DG error at the downwind point of each element and then take the maximum over all elements $I_j$, $j = 1, \ldots, N$. For simplicity, we denote

$$
\|e\|^* = \max_{1 \leq j \leq N} \left( \max_{0 \leq i \leq p} |e(t_{j,i})| \right), \quad |e|^* = \max_{1 \leq j \leq N} |e(t_{j})|,
$$

where $t_{j,i}$ are the roots of $R_{p+1,i}(t)$. We also define $\delta e$ and $\delta \sigma$ as

$$
\delta e = |\|e\| - \|E\| |, \quad \delta \sigma = |\sigma - 1|.
$$

Example 5.1. We consider the following nonlinear IVP

$$
\begin{align*}
  u' &= -u - u^2, & t \in [0, 1], & u(0) = 1.
\end{align*}
$$

The exact solution is given by $u(t) = \frac{1}{1 + t^2}$.

We solve this problem using the DG method on uniform meshes obtained by partitioning the domain $[0, 1]$ into $N$ subintervals with $N = 5, 10, 20, 30, 40, 50$ and using the spaces $P^p$ with $p = 0–4$.

In Fig. 1 we plot, in log-log scale, the $L^2$ errors $\|e\|$ and $\|\hat{e}\|$ versus $h$. For each $P^p$ space, we fit, in a least-squares sense, the data sets with a linear function and then calculate from the fitting result the slopes of the fitting lines. The slopes of the fitting lines are shown on the graph. We observe that $\|e\| = O(h^{p+1})$ and $\|\hat{e}\| = O(h^{p+2})$. We observe that the DG solution is $O(h^{p+2})$ super close to the projection $P_h u$ except for $p = 0$, where there is no superconvergence for global errors. We note that the observed numerical convergence rate is optimal for $p \geq 1$.

We present the zero-level curves of the true error $e$ in Fig. 2 using $N = 10$ and for $p$ ranging from 1 to 4. The Radau points of degree $p + 1$ are shown on each element as $\times$ signs. We observe that the errors vanish at points close to the Radau points for all solutions except the one with $p = 0$, where there is no superconvergence for global errors and, thus, the error estimation procedure does not apply. The maximum errors $\|e\|^*$, $|e|^*$, and their orders of convergence shown in Fig. 3 indicate that the DG error $e$ is $O(h^{p+2})$ superconvergent at the roots of $(p + 1)$-degree right Radau polynomial and $O(h^{2p+1})$ at the end of each step. Thus, globally, the DG solution converges at an $O(h^{2p+1})$ rate at the downwind end of each subinterval and at an $O(h^{p+2})$ rate at the remainder of the Radau points. This is in full agreement with the theory.

On each element, we apply the error estimation procedure (4.5) to compute the error estimate for the DG solution. In Fig. 4, we present the convergence rates for the global errors $\|e - E\|$ using the spaces $P^p$ with $p = 1–4$. These results...
Fig. 1. Log-log plots of $||e||$ (left) and $||\bar{e}||$ (right) versus mesh sizes $h$ for Example 5.1 on uniform meshes having $N = 5, 10, 20, 30, 40, 50$ elements using $P^p$, $p = 0$ to 4.

Fig. 2. Zero-level curves of $e$ for Example 5.1 using $P^p$, $p = 1$–4 (upper left to lower right) on uniform meshes having $N = 10$ elements.

indicate that $||e - E|| = O(h^{p+2})$. This is in full agreement with the theory. This example demonstrates that the convergence rate proved in this paper is optimal. We note that

$$||e - E|| = ||u - (u_h + E)|| = O(h^{p+2}).$$

Thus, the computable quantities $u_h + E$ converge to the exact solution $u$ at $O(h^{p+2})$ rate. We note that this accuracy enhancement is achieved by adding the error estimate $E$ to the DG solution only once at the end of the computation. This leads to a very efficient computation of the post-processed approximation $u_h + E$.

The true $L^2$ errors and the global effectivity indices shown in Table 1 indicate that our a posteriori error estimates converge to the true errors under both $h$- and $p$-refinements.
Fig. 3. (Left) Log–log plots of $||e||^*$ versus $h$ for Example 5.1 using $N = 5, 10, 20, 30, 40, 50$ and $P^p, p = 0$ to 4. (Right) Log–log plots of $|e|^*$ versus $h$ using $N = 5, 10, 20$ elements using $P^p, p = 0$ to 3.

Fig. 4. Convergence rates of $||e - E||$ for Example 5.1 on uniform meshes having $N = 5, 10, 20, 30, 40$ elements using $P^p, p = 1$ to 4.

Table 1
$L^2$ errors and global effectivity indices for Example 5.1 on uniform meshes having $N = 5, 10, 20, 30, 40, 50$ elements using $P^p, p = 1$ to 4.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$p = 1$</th>
<th>$p = 2$</th>
<th>$p = 3$</th>
<th>$p = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$</td>
<td></td>
<td>e</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>4.7637e-3</td>
<td>2.7867e-4</td>
<td>1.6847e-5</td>
<td>1.0386e-6</td>
</tr>
<tr>
<td>10</td>
<td>1.2750e-3</td>
<td>3.7805e-5</td>
<td>1.0179e-5</td>
<td>3.4781e-6</td>
</tr>
<tr>
<td>20</td>
<td>3.2849e-4</td>
<td>4.8747e-6</td>
<td>1.0136e-5</td>
<td>1.0271e-6</td>
</tr>
<tr>
<td>30</td>
<td>8.3262e-5</td>
<td>6.3227e-6</td>
<td>1.0136e-6</td>
<td>1.0182e-7</td>
</tr>
<tr>
<td>40</td>
<td>5.3429e-5</td>
<td>8.4296e-6</td>
<td>1.0109e-6</td>
<td>1.0091e-7</td>
</tr>
<tr>
<td>50</td>
<td>5.3429e-5</td>
<td>5.1982e-6</td>
<td>1.0090e-6</td>
<td>1.0073e-7</td>
</tr>
</tbody>
</table>

The results shown in Fig. 5 indicate that the numerical convergence rates for $\delta e$ and $\delta \sigma$ are $O(h^{p+2})$ and $O(h)$, respectively. We note that the observed convergence rate for the global effectivity index is optimal. We note that the effectivity indices converge under $h$- and $p$-refinements. Numerical results further indicate that the error estimates converge to the true errors with decreasing mesh size and increasing polynomial degree $p$.

A posteriori error estimates are traditionally used to guide adaptive enrichment by $h$-refinement and to provide a measure of solution reliability. Adaptive methods based on a posteriori error estimates have become a common procedure for obtaining more accurate numerical solutions. In the next examples, we use our a posteriori errors estimates to construct efficient adaptive high-order DG method. Such adaptive DG method consists of successive loops of the cycle

SOLVE $\rightarrow$ ESTIMATE $\rightarrow$ MARK $\rightarrow$ REFINE.
The local $a$ posteriori errors estimate of section 4 is used to mark elements for refinement. The adaptive mesh refinement (AMR) refines the mesh according to the local $a$ posteriori error indicator. Typically, an adaptive algorithm adds extra nodes to an existing mesh to refine the mesh where the error is large, for example near singularities or discontinuities.

In this paper, we propose a simple adaptive strategy which consists of solving the IVP (2.1) on a variable grid whose elements are denoted $I_j$, $j = 1, \ldots, N$. The local error estimate (4.5) is used to compute the local errors $\|E\|_{I_j}$, $j = 1, \ldots, N$ and the global error $\|E\| = \left( \sum_{j=1}^{N} \|E\|_{I_j}^2 \right)^{1/2}$. Given a user tolerance $Tol > 0$, our adaptive refinement strategy consists of the following steps:

1. Set a tolerance $Tol$ and a maximum bound on the number of nodes $N_{\text{max}} = 1000$. Set $\|E\| = 1$.
2. Create a coarse mesh with $N + 1$ nodes. Here we choose a uniform mesh with $N = 2$ elements.
3. While $N + 1 \leq N_{\text{max}}$ and $\|E\| \geq Tol$ do
   (a) Find the DG solution $u_h$ as described in section 2.
   (b) Compute the $L^2$-norm of the local error estimates $\|E\|_{I_j}$, $j = 1, \ldots, N$ as described in section 4 and the global error estimate $\|E\| = \left( \sum_{j=1}^{N} \|E\|_{I_j}^2 \right)^{1/2}$.
   (c) For all elements $I_j$
      i. if $\|E\|_{I_j} < \lambda \max_{1 \leq j \leq N} \|E\|_{I_j}$ then we accept the DG solution on $I_j$. Here $0 \leq \lambda \leq 1$ is a parameter which must be chosen by the user. Note that $\lambda = 0$ gives a uniform refinement, while $\lambda = 1$ gives no refinement at all.
      ii. else, we reject the DG solution on $I_j$ and subdivide $I_j$ into 2 uniform elements. Thus, we add the coordinate of the midpoint of the element $I_j$ to the nodes.
4. endwhile

Remark 5.1. There are different possibilities for selecting the elements to be refined given the local errors $\|E\|_{I_j}$. In the above algorithm, we refine the element $I_j$ if $\|E\|_{I_j} > \lambda \max_{1 \leq j \leq N} \|E\|_{I_j}$. Similarly, there are other stopping criteria which can be used to determine when the adaptive algorithm should stop.

In the next examples, we propose and test the above adaptive algorithm for the selection of the mesh.

Example 5.2. To test the adaptive algorithm, we consider the following linear problem

$$u' = \beta u, \quad t \in [0, 5], \quad u(0) = 1.$$ 

The exact solution is $u(t) = e^{\beta t}$. We apply our adaptive algorithm using $\beta = 1$ (unstable), $\beta = -1$ (stable), and $\beta = -20$ (stiff). In Figs. 6–8, we show the DG solutions and the sequence of meshes obtained by applying the above adaptive algorithm with $Tol = 10^{-2}$ for $p = 1–4$ using $\beta = 1$, $\beta = -1$, and $\beta = -20$, respectively. We observe that the adaptive procedure refines elements in which the $a$ posteriori error estimator is large. From these results, we can see that, when $\lambda$ is closer to 0, we get more uniform refinement near the portion with high approximation error. When $\lambda$ is closer to 1, we get less uniform refinement near the portion with high approximation error. This example shows that our error estimates are efficient and accurate under adaptive mesh refinement.
Example 5.3. In this example, we apply our adaptive algorithm to the following linear problem

\[ u' + u = f(t), \quad t \in [0, 1], \quad u(0) = u_0. \]

We select \( f(t) \) and \( u_0 \) such that the exact solution is \( u(t) = e^{-1000(\lambda - 0.5)^2} + 1 \). In Fig. 9, we show the DG solutions and the sequence of meshes obtained by applying our adaptive algorithm with Tol = 10^{-3} for \( p = 1-4 \). We observe that the adaptive procedure refines elements in which the \( a \) posteriori error estimator is large.

Example 5.4. As a final test, we consider the following IVP

\[ u' + u = f(t), \quad t \in [0, 1], \quad u(0) = 1. \]

We select \( f(t) \) such that the exact solution is \( u(t) = 1 + 10^{-5}(1 - t)e^{15t} \), which is smooth function but it has a steep front and gradient near \( t = 1 \). We solve this problem using the DG method described in section 2. We start with a uniform meshes having \( N = 2 \) elements and using the space \( P^p \) with \( p = 1-4 \). Fig. 10 shows the DG solutions and the final mesh which is constructed through a sequence of successively refined meshes where elements for which the \( L^2 \) norm of the
Fig. 8. DG solutions, exact solution, and final meshes for Example 5.2 with $\beta = -20$ using $P^p$, $p = 1$ to 4, and $Tol = 10^{-2}$.

Fig. 9. DG solutions, exact solution, and final meshes for Example 5.3 using $P^p$, $p = 1$ to 4, and $Tol = 10^{-3}$.

local error estimate $\|E_u\|_{L^2}$ on each element is larger than $Tol = 10^{-3}$ are refined. We observe that the number of elements needed to achieve the error tolerance $Tol = 10^{-3}$ decreases under $p$-refinement. In Fig. 11, we show the DG solutions and the sequence of meshes obtained by applying our adaptive algorithm with $Tol = 10^{-5}$ for $p = 1$ to 4. We observe from our experiments that the local adaptive procedure is able to capture the steep front and gradient by refining the elements in the neighborhood of the point $t = 1$. These computational results indicate that our estimators are accurate on adaptively refined meshes and further suggest that they converge to the true error under adaptive mesh refinement.

6. Concluding remarks

In this paper, we analyzed the original discontinuous Galerkin (DG) finite element method for the approximation of initial-value problems for ordinary differential equations. We proved that the DG solution exhibits an optimal $O(h^{p+1})$ convergence rate in the $L^2$-norm when $p$-degree piecewise polynomials are used. We further proved that the $p$-degree DG solution is $O(h^{p+2})$ super close to a special projection of the exact solution. We used these results to show that the significant part of the discretization error for the DG solution is proportional to the $(p+1)$-degree right Radau polynomial.

Please cite this article in press as: M. Baccouch, Analysis of a posteriori error estimates of the discontinuous Galerkin method for nonlinear ordinary differential equations, Appl. Numer. Math. (2016), http://dx.doi.org/10.1016/j.apnum.2016.03.008
These results are used to construct asymptotically correct \textit{a posteriori} error estimates of spatial discretization errors. We proved that the DG discretization error estimates converge to the true spatial errors under mesh refinement in the $L^2$-norm. The order of convergence is proved to be of order $p + 2$. We further proved that the global effectivity index in the $L^2$-norm converges to unity at $O(h)$ rate. Our proofs are valid for arbitrary regular meshes and for $P^p$ polynomials with $p \geq 1$. The extension of our proofs for nonlinear vector IVPs is straightforward. We are currently investigating the superconvergence properties and the \textit{a posteriori} error analysis of the DG method applied to boundary-value problems.

Acknowledgements

The authors would like to thank the two anonymous reviewers for the valuable comments and suggestions which improve the quality of the paper. This research was supported by the University Committee on Research and Creative Activity (UCRCA Proposal 2015-01-F) at the University of Nebraska at Omaha.
References