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of this approach are presented in Section ‘Best combi-
nation of attributes’. At the same time we want to make
sure the estimates are not dependent on the choice of
training and testing sets by applying the method several
times with modified training and testing sets. We modify
the length as well as the content of these sets to validate
further the proposed method. We also add an extra refine-
ment to the choice of the best combination of attributes
by choosing the (minimal error) combination of attributes
that leads to the highest values of the nonadditive set func-
tions. This is done in Section ‘Five-fold cross-validation’.
We finalize in Section ‘Analysis and discussion of

combinations of attributes’ with an analysis of the relation
between attributes based on all nonadditive set functions
for all the combinations of attributes that have been used
in this work, not only the best combination.

Validation of the method

We define nonadditive set functions by using the training
set of size 120 out of the available 130 since with a bigger
training set it is more likely to capture a limited effect of
node perturbation. As specified in Section ‘Methods’, the
choice of n < 5 insures that the algebraic procedure is
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meaningful even for a data set of 130 nodes. On the other
hand, we will use what we call a five-fold cross-validation
procedure to show that the estimates for the nonadditive
functions are not dependent on the choice of training and
testing sets.

Once the data are divided into training versus testing
sets we find the average error (over all i = 1,2,...,100
initial states) between the estimated target values and the
original target values from the testing set. The smaller
the average error, the better the estimates (See Section
‘Methods’ for more details). As shown in Figure 4 for acti-
vating mutations, the average error between the original
and the estimated target values have small magnitudes.
Thus, the estimated nonadditive set functions can cap-
ture the interaction among attributes and therefore can
be used to model their relative importance. Similar results
are obtained for inactivating mutations.

We have also checked the additivity of the estimated set
functions. If X = {x1, %9, ...,x,} is a set of n attributes and
for a given set function u we have that Y | u({xi}) #
w(X), then the set function is not additive. Our compu-
tations indicate that for all the 9100 set functions this
condition is met, so they are indeed nonadditive. This jus-
tifies the use of the Choquet integral as an aggregation
tool in the information fusion of the node attributes. Thus
the fact that the joint contribution of the attributes has
more impact on the targets than the stand alone attributes
is taken into account. More precisely, for each combi-
nation of attributes we compare the magnitude of the
corresponding wu values. For example, a scenario of only
three attributes, say {x1,x2,x3}, yields w({x1}), n({x2}),
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w(xz)), wx1, 22}), m{x1, x3})), m({x2, %3}), p{x1, %2, x3}).
We note that in most cases, the maximum g of all these
values corresponds to a combination of attributes, rather
than a single attribute. For example in case of activat-
ing mutations, for 82.4% (AHD) of all combinations of
attributes, the maximum p value corresponds to combi-
nations of at least two attributes. Thus combinations of
various attributes of nodes may have an increased influ-
ence on the network sensitivity to node perturbation. We
can now apply the procedure to define the best combina-
tion of attributes and from that combination find which
combination of attributes yields the most significant sen-
sitivity to mutations.

Best combination of attributes

Now we can find the best combination of attributes by
basically identifying the nonadditive set functions that
minimize the error. However we need to make sure that
our method is also consistent across the initial network
states used in simulations before we decide what is the
best combination.

We consider a numerical measure that can identify the
combination of attributes that has the most impact on the
sensitivity of the network to mutations. Aside from mini-
mizing the error in [Eq. (4)], we want our estimates to be
fairly consistent across the 100 random initial conditions
for which we obtain 100 different values for average errors
and nonadditive set functions. Therefore, we consider two
other quantities besides the average error in [Eq. (4)]: the
standard deviation of the errors (or consistency in target

10 T r .

Average Hamming Distance (AHD)

0 10 20 30 a0 50 60 70 80 90
91 combinations of attributes

Figure 4 Average error of estimated target values. The x—axis represents all the 91 combinations of 3,4 and 5 attributes, while the y-axis
represents the average error between the original target values obtained from the testing sets and the estimated target values for activating
mutations. Notice the rather low error values.
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values, CT) and the standard deviation of the estimated
nonadditive set functions (or consistency in nonadditive
set functions, CM), with the goal of finding the combina-
tion of attributes that minimizes the variation due to the
choice of the initial states.

The consistency in target values is given by

CTj=std[Y;],, j=12,...91 (5)

where Y;; are given in [Eq. (3)], and std[-]; stands for
standard deviation over the 100 different initial states.

To define the consistency in nonadditive set functions
we first consider the quantities

:xim})]i:

Sivi..i,, = Std [M({xil,xiz, e m=12,...n

where the indices 1 <=i] <= i) <= -+ <= i, <=1n
identify the collection of attributes for which we com-
pute the nonadditive set function, and # is the number of
attributes in the jth combination of attributes. For a given
n there are 2” — 1 such collections of indices. Then we
average the quantities S;,;, ;,, to obtain

1
CMj = 52— D Siisin (6)

(15025 im

Thus, for the consistency in nonadditive set functions,
we average the individual standard deviations over all
possible values of nonadditive set functions.

We define the best combination of attributes from
among the given # attributes to be the one that minimizes
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the norm of the vector (Ej, CTj, CM;). Thus, the index
J € {1,2,...,91} of the best combination of attributes is
given by

] = argmin, [ \[E? + CT? + CM? | 7)

A fairly small norm insures that all three individual
measures are small enough. Formula (7) represents our
choice of measure for identifying the best combination of
attributes in this paper. Alternative measures may be con-
sidered, however we have no basis for any speculation on
the effect of the chosen measure. Our results reflect the
measure defined in (7).

Figure 5 (top plots) shows the result for all 91 combi-
nations of attributes sorted in ascending order. The best
combination of attributes corresponding to the minimum
norm (far left) is x; (in-degree), x» (out-degree), and x¢
(average sensitivity of Boolean functions) for activating
mutations, and xy, x3 (minimum path length), x4 (average
path length), and x¢ for inactivating mutations. For each
of these we will select the combination that leads to the
highest p values.

Five-fold cross-validation

The results obtained in the previous section are based
on finding nonadditive set functions from a training set
of size 120 out of the available 130, so the testing set is
of size 10. In this section we show that the estimates are
not dependent on the choice of training and testing sets.
For this purpose we modify the training and testing sets

Activating mutations
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Figure 5 Norm values and nonadditive set functions. Top: The x-axis represents a total of 91 combinations of attributes sorted according to their
associated norm in [Eq. (7)]. The far left value corresponds to the best combination of attributes: x; (in-degree), x, (out-degree), and x4 (average
sensitivity) for activating mutations, and xy, x3 (minimum path length), x4 (average path length), and xg for inactivating mutations. The norms are
generally lower for activating mutations. Bottom: The nonadditive set functions obtained for AHD and in/activating mutations. The x-labels indicate
the combinations that yield each of the bars of the graphs; for example 246 means the combination of x,, xa, xe. The largest u value is given by x,
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in length as well as in content. This process is described
next. We also refine the choice of the best combination
of attributes by choosing the one that leads to the high-
est 1 values. The choice is made from the minimal error
combinations identified in the previous section.

We randomly partition the 100 data sets correspond-
ing to the best combination of attributes into five subsets
that are alternatively used as training versus testing sets.
One subset of length 26 is used for testing while the
remaining subsets of length 104 for training. This pro-
cess is repeated five times with a different subset for
testing. This method has the advantage that every obser-
vation from the data set is used only once for testing and
training. Going beyond five repetitions does not generate
significant improvements.

We obtain a total of seven/fifteen values u for acti-
vating/inactivating mutations, together with the average
error for each of the five testing/training sets. We calculate
the overall mean of these average errors and the average
of the u values over the 100 initial conditions. The over-
all mean of the average errors is 7.53%. Although there is
a slight increase in the average errors in comparison to
those obtained with the training data of size of 120, the
errors are still quite small.

We also use different sizes of training and testing sets
to investigate their impact on the accuracy of the average
error changes and if there is a risk of under-testing when
we use the five-fold cross-validation method. The results
are shown in Table 2 for AHD under activating mutations.
In both cases, the average errors drop as the training data
size increases. However, the drop is very small once a cer-
tain threshold is reached. For example, when the training
set represents 50% of the data, the average error is almost
as small as for 80% of the data, thus supporting the results
obtained by the five-fold cross-validation method.

In Figure 5 (bottom plots) we graph the values of the
nonadditive set functions obtained for the best combina-
tion {x1, x2, x¢} for activating mutations, and {x2, x3, x4, X}
for inactivating mutations. As mentioned earlier, the mag-
nitude of u indicates the amount of contributions made
by an attribute or combination of attributes toward the

Table 2 AHD error

Training data size Testing data size Average error AHD (%)
65 (50%) 65 8.65
75 (57.7%) 55 8.06
85 (65.4%) 45 8.15
95 (73.1%) 35 7.72
105 (80.8%) 25 7.81
115 (88.5%) 15 6.92

The impact of increased training set size on the average error for AHD under
activating mutations is presented as a percentage.
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target. When the joint contribution of certain attributes
is greater than the sum of an individual contribution
of those attributes, there is a synergistic effect of those
attributes toward the target. On the other hand, if the
joint contribution of attributes is smaller, contributions
made by those attributes toward the target are being off-
set [27]. As shown in Figure 5, the differences in the
magnitude of ©’s except the greatest y are relatively small.
Note that the joint contribution of x;, the out-degree,
and x¢, the average sensitivity of the Boolean function
of a node, is the greatest and significantly larger than all
the others. This holds for either activating or inactivat-
ing mutations. In other words, the out-degree and the
average sensitivity of Boolean function jointly serve as a
good predictor for the impact on the network dynamics
of a node mutation. We find that this result is not only
limited to the best combination of attributes {x1,x>,x¢}.
There are 25 out of 91 combinations of attributes which
include both xy and x6. Actually, 40% of these 25 com-
binations, include x; and xg in the combination with the
greatest (.

For a description of the whole method see the Additional
file 1 where we provide a detailed algorithm, given step by
step.

Analysis and discussion of combinations of attributes
Based on the results obtained from our mathemati-
cal method we can now discuss the relation between
attributes with the help of the values of nonadditive
set functions for all the combinations of attributes that
have been used in this work. We compare these results
with some other results in the literature. We go beyond
the attributes that were find as the best combination to
explore further possible relationships.

To make this analysis concise, we focus on activating
mutations (although the same procedure was applied to
inactivating mutations). In the literature, the in-degree
of a node, x1, has been used as the main parameter for
analyzing the network evolution. For example, by using
the NK Boolean model proposed by Kauffman, Derrida
and Pomeau obtained theoretical results showing that the
phase transition is controlled by the in-degree and the
bias of a node [23] in the context of the entire ensemble
of NK networks. We emphasize again that both topo-
logical and dynamical parameters have to be considered
for a suitable analysis of Boolean networks, even if there
may be correlations between them. Our focus is on a
numerical assessment (rather than a theoretical investi-
gation) of a particular type of network with fixed links
and Boolean functions throughout the evolution of the
network that represents a sample of a signal transduc-
tion network. Thus our statistical assessment focuses not
on an entire ensemble of network, but on a very specific
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one, so our results pertain to the particular network under
consideration. In the future we plan on analyzing other
related networks to identify potential commonalities and
explore attributes that may be generally important for
networks with certain characteristics.

In our simulations, 64% of all combinations of attributes
which give the greatest p values include xy (the out-
degree) while only 53% of combinations of attributes
include x; (in-degree). A mutated node with a large num-
ber of downstream nodes has potential for amplifying the
effect of the mutation as it spreads to the rest of the net-
work. However, the out-degree alone may not be the best
predictor for the impact of mutations, since the actual
Boolean function governing the dynamics of the node
needs to be taken into account. This fact is confirmed
by our result that x; alone does not yield the greatest
values. Observe in Figure 5 (bottom) that the joint non-
additive set functions have significantly larger values than
the individual attributes. Also notice the negative impact
of certain attributes.

Going beyond the attributes used in Figure 5 (bottom),
there is also a possibility of the bias of a node, x5, being
a good indicator for the impact of mutating a node on
the network. In fact, x5 alone gives the greatest u value
for 12% of combinations of attributes which include xs.
Furthermore, x¢ (the average sensitivity of a Boolean func-
tion) and x7 (canalizing degree), which are bias-related,
give the greatest n value for 8% of combinations of
attributes which include x¢ and x7 respectively. None of
the other attributes by themselves gives the greatest u
value.

Now let us briefly consider x7 (canalizing degree). If a
mutated node has multiple canalizing variables that yield
a canalized value 0, then the effect of mutation ON is
greater because this node is supposed to have a lower
probability of being active without mutation. Thus, the
canalizing degree can indicate the effect of mutating a
node to some extent, but it does not distinguish between
canalized values 0 or 1, which matters if we are interested
in activating versus inactivating mutations.

We have shown that the bias and bias related attributes
have a potential of being good predictors of the impact
of mutating a node. However, for 88% of combinations of
attributes including x5 and 92% of those including x¢ or
x7, the attributes alone do not give the greatest u value.
When assessing the impact of mutating a node, we con-
sider the gap between what is supposed to happen with
and without mutation, together with how the effect of
mutation spreads. That can happen either through a few
downstream nodes or through a large number of down-
stream nodes. That is to say, the combination of attributes
x9 with x5,x¢ and/or x; should be a good predictor for
the impact of mutating a node on the network. This argu-
ment is supported by the result that 57% of combination of

Page 12 of 14

attributes which include x, give the greatest u value when
x7 is combined with x5, x¢ and/or x7. From this perspec-
tive, it is reasonable that the greatest 1 value is obtained
from the joint combination of out-degree and the average
sensitivity of a Boolean function.

This work supplements previous research showing that
it is important for network analyses in the area of drug
target discovery to consider not only the static proper-
ties (e.g., in/out-degree, etc.) of individual nodes (e.g.,
genes or proteins) of the network (such as in [36]), but
also properties that give rise to the underlying dynam-
ics (e.g., bias and/or sensitivity). Logical models provide
new opportunities to improve the predictive capabilities
of computational models as they are easy to construct, and
analyses via computer simulations are efficient and capa-
ble of covering a relatively large number conditions, and
have also been applied to drug target prediction [12,37],
as well as prediction of potential drug side-effects and
sensitivity [38].

Conclusions

In this paper, we apply a mathematical method of infor-
mation fusion based on nonadditive set functions and the
Choquet integral to a Boolean model of biochemical signal
transduction. Nonadditive set functions are defined for all
possible combinations of attributes and can be used to
model their relative importance and interactions. We use
an algebraic method to identify the nonadditive set func-
tions and investigate which attribute or combination of
attributes is important in predicting the sensitivity of the
network to molecule perturbations. Our results support
the hypothesis that combinations of different attributes
of a node in various degrees play an important role in
determining a network’s sensitivity to perturbations, more
than the individual attributes. Specifically, we find that
the out-degree of a node and the sensitivity of a Boolean
function to perturbations have the most significant joint
impact on the overall dynamics of the network and its
sensitivity to perturbations. The method presented in this
work is applicable to any network whose characteristics
can be used to generate databases similar to those consid-
ered in this paper. Of course, the associated computational
burden can restrict the network size that one could con-
sider; however, large networks offer expanded training
and testing sets which automatically improve the accuracy
of the results. Our existing simulation tools are relatively
efficient; for example using Cell Collective [33] we are
currently able to easily simulate our largest model with
approximately 600 nodes and more than 1,000 interac-
tions. That model will be subject for future analysis using
the algorithm of this paper. Also, Matlab, which was used
for our information fusion procedure, is also capable of
handling very large matrices.
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To our knowledge the work in this paper is the first
attempt to assess the importance of nonlinear combina-
tions of attributes in a Boolean network. Previous studies
on Boolean networks mostly assume several parameters as
important from the very beginning (such as connectivity
or bias) and use those to identify dynamics or robustness
properties. On the other hand, the Choquet integral has
already been used in the area of information fusion for
other biological or non-biological systems, so it is a tool
that has already shown its usefulness in different contexts.
Therefore we believe that the information fusion proce-
dure proposed in this paper has the ability to open the
discussion on various aspects of the dynamics and robust-
ness of Boolean networks using new non-linear tools from
the area of information fusion.

The immediate continuation of this work would be to
categorize the magnitude of the most significant attributes
that lead to a certain magnitude of the sensitivity mea-
sures. Thus one can identify the types of molecules that
could be targeted in therapies in order to generate a faster
response to a disease treatment, and indicate in which way
the attributes should be modified for this purpose.

Delving further into the mathematical aspect of the
information fusion on Boolean networks and the usage
of more advanced fusion techniques is one of our future
goals. For instance, a convincing way for the existence of
interaction of attributes is to take the Mobius transforma-
tion for the set function and to see whether its values at
sets consisting of more than one attribute are significantly
larger than zero. Similarly, one can improve the method
by considering a linear or quadratic core of the Choquet
integral.

On the other hand, we are also considering alternative
target measures for the information fusion procedure. It
might be important to look at attributes that capture bio-
logically meaningful, possibly higher-level properties. For
example, in [20] the authors use the mean first passage
time from one state of the network to another (desired)
state, to identify the best candidate genes for intervention
in a gene regulatory network governed by probabilistic
Boolean functions which are randomly chosen for each
node at each time step. The signal transduction network
considered in this paper is governed by Boolean rules
fixed by the actual biological processes they represent.
However, it would be of interest to consider the alter-
native target measure of mean passage time to identify
the similarities and differences with the AHD approach.
The similarities would point out some possible universal
best attributes that are independent of the target mea-
sures, while the differences would allow one to adapt to
the actual goal of the sensitivity analysis. This could be
identifying the effects of individual mutations, versus say
identifying the mutations that lead to a certain dynamical
behavior in the shortest amount of time. At the same time,
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instead of comparing trajectories as in AHD it might also
be useful to focus on reachability of biologically important
attractors.

Future research could also explore how outcomes will
be different if we include attributes not considered in this
study, such as feedback loop or clustering information. We
are also interested in trying different methods to preselect
attributes to be used for the information fusion proce-
dure instead of trying all combinations of attributes of a
node in the network. Moreover, applying the method to
an asynchronous network might reveal further aspects of
the impact of intrinsic noise in the system in combina-
tion with node mutations. Our method is applicable to any
type of update procedure.

At the same time, larger data sets of networks may pro-
vide more data for information fusion and results could
become more accurate, since the training and testing sets
would be expanded. However, large networks have huge
state spaces. Therefore the sample of initial conditions
needs to be chosen carefully. In general, it is reasonable to
assume that the networks are non-ergodic, so not all states
are equally likely at a given time point. Thus, by taking
into account the long run activity of the network, it may
be useful to consider sampling only the equilibrium state
space or distribution, or a biologically meaningful wild-
type behavior, thus severely restricting the state space. A
similar approach has been recently used for finding the
critical condition for the average sensitivity of a Boolean
network model governed by nested and partially nested
canalizing functions [39,40].

Furthermore, exploring other biological networks could
reveal some general attribute combinations that may be
independent of the data set, thus identifying some under-
lying characteristics as universal predictors for the sen-
sitivity to perturbations. We believe that the outcomes
of these studies have the potential for providing a better
understanding of the underlying mechanism of complex
signaling networks as well as identifying possible target
molecules and/or attributes for disease treatment.
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