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1. Introduction

Let \(\mathcal{E}\) denote a Banach space and let \(\mathcal{L}(\mathcal{E})\) be the algebra of all linear bounded operators on \(\mathcal{E}\). Let \((\Omega, \mathcal{F}, P)\) be a probability space. Throughout this paper, given a random variable \(X : \Omega \rightarrow \mathcal{E}\), the measure \(PX^{-1}\) denotes the distribution of \(X\), that is, the following Borel probability measure:

\[
PX^{-1}(S) = P(X^{-1}(S)).
\]  

(1.1)

The fact that two stochastic processes \(\{X(t) : t > 0\}\) and \(\{Y(t) : t > 0\}\) are identically distributed, that is, all their finite-dimensional distributions are equal, will be designated by the notation \(\{X(t)\} \overset{d}{=} \{Y(t)\}\).
Definition 1.1. An operator self-similar process is a stochastic process \( \{X(t) : t > 0\} \) on \( \mathcal{B} \) with a scaling family of operators \( \{A(s) : s > 0\} \), that is, a process such that there is a family \( \{A(s) : s > 0\} \) in \( \mathcal{L}(\mathcal{B}) \) with the property that for each \( s > 0 \),

\[
\{X(st)\} \overset{d}{=} \{A(s)X(t)\}.
\]

(1.2)

The property above will be referred to as the self-similarity of the process \( \{X(t) : t > 0\} \) under the scaling family of operators \( \{A(s) : s > 0\} \). The term operator self-similar will be designated by the acronym OSS throughout this paper. If the process has a scaling family of the particular form

\[
A(s) = s^H I, \quad s > 0,
\]

(1.3)

where \( H \) is some fixed scalar and \( I \) denotes the identity operator, then it is called self-similar instead of OSS.

Self-similar processes were introduced by Lamperti, in 1962 [10]. OSS processes appeared later [9]. In this paper we consider and study OSS processes valued in (possibly infinite-dimensional) Banach spaces. Our main idea is to obtain information about such processes by using the theory of one-parameter semigroups and groups of operators (see Definitions 1.2 and 1.3 below for these notions).

This section is dedicated to summarizing the main results, introducing the basic notions, setting up notation, and giving some examples. Examples 1.4 and 1.9 in this section emphasize why it is natural to think of groups of operators in connection with OSS processes. In Section 2 we study OSS processes with rich families of expectations. Theorem 2.3 in that section says that, if the linear space spanned by the expectations of such a process is a set having category 2 in the sense of Baire in its closure, then there exist constants \( a \geq 0 \) and \( M \geq 1 \) such that

\[
||E[X(t)]|| \leq Mt^a, \quad t \geq 1,
\]

\[
||E[X(t)]|| \leq Mt^{-a}, \quad 0 < t \leq 1.
\]

(1.4)

In order that the inequalities above hold we also require that the OSS processes have a norm-continuous expectation-function \( t \rightarrow E(X(t)), t > 0 \). The main ingredient in the proof of the theorem is the fact that OSS processes whose expectations span a dense linear subspace of the whole space have a unique scaling family of operators which is necessarily a multiplicative group of operators. This is proved in Theorem 2.1 of Section 2 and we say that such processes have a spanning family of expectations. For those processes having expectation-function, differentiable on an interval of the form \((s_0, \infty)\), \( s_0 \geq 1 \) we are able to show that the scaling family is necessarily of the form \( \{s^H : s > 0\} \) for some \( H \in \mathcal{L}(\mathcal{B}) \), (Theorem 2.4, Section 2).

In Section 3 we consider OSS processes with scaling families of invertible operators. The main result in that section is Theorem 3.5 which states that proper Hilbert-space
valued OSS processes with a scaling family of commuting, invertible, positive operators have an exponent, that is, have a scaling family of operators of the form \( \{ s^H : s > 0 \} \) for some \( H \in \mathcal{L}(\mathcal{E}) \). For the term proper OSS process we refer the reader to Definition 3.5 in Section 3.

In order to set up terminology we recall the following definition.

**Definition 1.2.** An additive semigroup of operators on \( \mathcal{E} \) is a family \( \{ T(t) : t \geq 0 \} \), \( T(t) \in \mathcal{L}(\mathcal{E}) \), for all \( t \geq 0 \), with the following properties:

\[
T(0) = I, \quad T(s + t) = T(s)T(t), \quad \forall t, s \geq 0. \tag{1.5}
\]

If one can define \( T(t) \) for \( t < 0 \) such that relation (1.5) holds for all \( t, s \in \mathbb{R} \), then we say that \( \{ T(t) : t \in \mathbb{R} \} \) is an additive group of operators. The theory of semigroups of operators is customarily exposed in “additive notation” [7, 14]. It can be easily translated into multiplicative notation as follows.

**Definition 1.3.** A multiplicative semigroup of operators on \( \mathcal{E} \) is a family \( \{ A(s) : s \geq 1 \} \), \( A(s) \in \mathcal{L}(\mathcal{E}) \) with the following properties:

\[
A(1) = I, \quad A(st) = A(s)A(t), \quad \forall t, s \geq 1. \tag{1.6}
\]

If one can define \( A(s) \) for \( 0 < s < 1 \) such that relation (1.6) holds for all \( t, s \in (0, \infty) \), then we say that \( \{ A(s) : s > 0 \} \) is a multiplicative group of operators. It is easy to see that if \( \{ T(t) \} \) is an additive semigroup (group) of operators, then \( \{ A(t) \} \) given by \( A(t) := T(\log t) \) is a multiplicative semigroup (group) of operators and conversely, if \( \{ A(t) \} \) is a multiplicative semigroup (group) of operators, then \( \{ T(t) \} \) given by \( T(t) := A(e^t) \) is an additive semigroup (group) of operators. For the purposes of this paper multiplicative notation is preferred and results taken from the theory of semigroups of operators and traditionally exposed in additive notation will be used in their multiplicative version by the mechanism exposed above. The reason for this choice is visible in Examples 1.4 and 1.9.

**Example 1.4.** Consider a fixed random variable \( X \) and a multiplicative group of operators \( \{ A(s) : s > 0 \} \). Assume \( \mathcal{E} \) is separable. For each \( t > 0 \) let \( \mu_t = P(A(t)X)^{-1} \). Consider each n-tuple \( \{ t \} = \{ t_1, t_2, \ldots, t_n \} \), \( t_1, t_2, \ldots, t_n > 0 \), and set \( \mu_{\{t\}} := \mu_{t_1} \times \mu_{t_2} \times \cdots \times \mu_{t_n} \). There exists a stochastic process \( \{ X(t) : t > 0 \} \) whose finite-dimensional distributions are \( \{ \mu_{\{t\}} \} \). The process \( \{ X(t) : t > 0 \} \) is an OSS process with scaling family of operators \( \{ A(s) : s > 0 \} \).

**Proof.** It is easy to see that the family \( \{ \mu_{\{t\}} \} \), where we consider all possible ordered n-tuples \( \{ t \} \), \( n = 1, 2, \ldots \), is a family of probability measures on \( \mathcal{E} \) which obviously satisfies the consistency condition in Kolmogorov’s extension theorem, [2, Theorem 4.4.3], thus there exists a stochastic process \( \{ X(t) : t > 0 \} \) whose finite-dimensional distributions are \( \{ \mu_{\{t\}} \} \). The fact that this process is OSS with scaling family \( \{ A(s) : s > 0 \} \) is a consequence of the fact that \( \{ A(s) : s > 0 \} \) is a one-parameter, multiplicative group of operators.
Indeed, for arbitrary, fixed $s > 0$ and $\{t\} = \{t_1, t_2, \ldots, t_n\}$, $t_1, t_2, \ldots, t_n > 0$, one can write

$$P(\{X(st_1) \in B_1, X(st_2) \in B_2, \ldots, X(st_n) \in B_n\})$$

$$= \mu_{st_1}(B_1 \times B_2 \times \cdots \times B_n) \times \mu_{st_2}(B_1 \times B_2 \times \cdots \times B_n) \times \cdots \times \mu_{st_n}(B_1 \times B_2 \times \cdots \times B_n)$$

$$= \prod_{j=1}^{n} P(X(st_j) \in B_j) = \prod_{j=1}^{n} P(A(st_j)X \in B_j)$$

$$= \prod_{j=1}^{n} P(A(s)A(t_j)X \in B_j) = \prod_{j=1}^{n} P(A(t_j)X \in A(s)^{-1}(B_j))$$

$$= P(\{A(s)X(t_1) \in B_1, A(s)X(t_2) \in B_2, \ldots, A(s)X(t_n) \in B_n\})$$

for arbitrarily chosen Borel subsets $B_1, \ldots, B_n$.

Another source of examples is the following generalization of a construction by Lamperti.

**Definition 1.5.** Let $\{Y(t) : t \in \mathbb{R}\}$ be an $\mathcal{C}$-valued stochastic process and $\{A(s) : s > 0\}$ a family of bounded linear operators on $\mathcal{C}$ with the property

$$A(st) = A(s)A(t) \quad \forall s, t > 0.$$  \hspace{1cm} (1.8)

The process

$$X(t) := A(t)Y(\log t), \quad t > 0,$$  \hspace{1cm} (1.9)

is called the Lamperti transform of the process $\{Y(t) : t \in \mathbb{R}\}$ under the scaling family of operators $\{A(t) : t > 0\}$.

To see how the Lamperti transform is a source of examples of OSS processes, consider the following.

**Example 1.6.** The Lamperti transform of a strictly stationary process under a scaling family of operators with the property in **Definition 1.5** is an OSS process.

**Proof.** Indeed observe that for arbitrary, fixed $s > 0$ one can write

$$\{X(st)\} = \{A(st)Y(\log s + \log t)\} \overset{d}{=} \{A(s)A(t)Y(\log t)\} = \{A(s)X(t)\}$$  \hspace{1cm} (1.10)

so $\{X(t) : t > 0\}$ is OSS.

It is worth observing that a converse construction is also true.

**Remark 1.7.** If $\{X(t) : t > 0\}$ is an OSS process having a scaling family of operators $\{A(s) : s > 0\}$ which is a multiplicative group of operators, then the process

$$Y(t) = A(e^s)^{-1}X(e^t), \quad t \in \mathbb{R},$$  \hspace{1cm} (1.11)

is strictly stationary and has Lamperti transform under the scaling family $\{A(s) : s > 0\}$ equal to $\{X(t) : t > 0\}$.
Proof. Indeed for arbitrary, fixed \( h \in \mathbb{R} \) one has
\[
\{ Y(t+h) \} = \{ A(e^h e')^{-1} X(e^h e') \} \overset{d}{=} \{ A(e')^{-1} A(e^h)^{-1} A(e^h) X(e') \} = \{ A(e')^{-1} X(e') \} = \{ Y(t) \}
\] (1.12)
so the process \( \{ Y(t) : t > 0 \} \) is strictly stationary. Checking that its Lamperti transform under the scaling family \( \{ A(s) : s > 0 \} \) equals \( \{ X(t) : t > 0 \} \) is straightforward. \( \square \)

For \( \mathbb{R}^n \)-valued OSS processes, a connection between this class of processes and operator-stable probability measures has been observed by the authors of [4]. Their idea extends to Banach space valued processes as follows.

Example 1.8. Let \( \mathcal{E} \) be a separable real Banach space and \( \{ A(s) : s > 0 \} \) a multiplicative strongly continuous group of operators on \( \mathcal{E} \). Let \( \mu \) be a probability measure with a representation of the following form:
\[
\mu = \lim_{n \to \infty} A(s_n) \nu^n \ast \delta_{x_n},
\] (1.13)
where the limit above should be taken in the sense of the weak convergence of probability measures, the powers \( \nu^n \) of the probability measure \( \nu \) are calculated with respect to the operation \( \ast \) of convolution, \( (s_n) \) is a sequence in \( (0, \infty) \) and \( (x_n) \) a sequence in \( \mathcal{E} \). For each such \( \mu \) there is a family \( \{ b_t : t > 0 \} \) of vectors in \( \mathcal{E} \) such that setting for each \( t > 0 \),
\[
\mu_t := \mu^t \ast \delta_{b_t},
\] (1.14)
and for each \( n \)-tuple \( \{ t \} = \{ t_1, t_2, \ldots, t_n \} \), \( t_1, t_2, \ldots, t_n > 0 \), \( \mu_{\{t\}} := \mu_{t_1} \times \mu_{t_2} \times \cdots \times \mu_{t_n} \), there exists a stochastic process \( \{ X(t) : t > 0 \} \) whose finite-dimensional distributions are \( \{ \mu_{\{t\}} \} \).

The process \( \{ X(t) : t > 0 \} \) is OSS and \( P(X(1))^{-1} = \mu \).

Proof. According to [5] such a measure is infinitely divisible and hence \( \mu_t \) above makes sense for all \( t > 0 \). Furthermore, according to the same paper, there exist \( \alpha > 0 \) and a subset \( \{ b_t : t > 0 \} \) of \( \mathcal{E} \) such that
\[
\mu^t = A(t^\alpha) \mu \ast \delta_{-b_t},
\] (1.15)
[5, Theorem 3.2]. Arguing like in Example 1.4, one gets that, by Kolmogorov’s extension theorem, there exists a process \( \{ X(t) : t > 0 \} \) whose finite-dimensional distributions are \( \mu_{\{t\}} \). That process is OSS with scaling family of operators \( \{ B(t) = A(t^\alpha) : t > 0 \} \). \( \square \)

Of course, simpler examples of OSS processes can be given as well. For instance, we have the following examples.

Example 1.9. Given a fixed random variable \( X \) and a one parameter, multiplicative group of operators \( \{ A(s) : s > 0 \} \), the process \( X(t) := A(t) X, t > 0 \) is OSS, with scaling family of operators \( \{ A(s) : s > 0 \} \).

Lévy processes are random processes \( \{ X(t) : t \geq 0 \} \) which are stochastically continuous (i.e., for each \( \epsilon > 0 \), \( P(\{ \| X(s+t) - X(s) \| > \epsilon \}) \to 0 \) as \( t \to 0 \)), start almost surely at the
origin (i.e., $X(0) = 0$ a.s.), are time homogeneous (i.e., the distribution of $\{X(s + t) - X(s) : t \geq 0\}$ does not depend on $s$), have independent increments (i.e., $X(t_0), X(t_1) - X(t_0), \ldots, X(t_n) - X(t_{n-1})$, are independent for any choice $0 \leq t_0 < t_1 < \cdots < t_n$), and have continuous sample-paths.

**Example 1.10.** An important class of examples of OSS processes $\{X(t) : t \geq 0\}$ are the proper Lévy processes having stationary, independent, operator-stable increments and the property that $X(1)$ has null centering function.

We refer the reader to [4, Theorem 7] for a proof and include in the following some explanations on the notions in the previous example. Operator-stable measures are measures obtained as limits, like the measure $\mu$ in Example 1.8. Such measures, on arbitrary Banach spaces, are studied in [8, 18–20]. The fact that the class of operator-stable probability measures on a separable, infinite-dimensional Banach space and that the class of infinitely divisible laws coincide is established in [19]. In [8, 18] the existence of exponents for full (i.e., not supported on a hyperplane), operator-stable, probability measures is proved. This means that a full probability measure $\mu$ on a real, separable Banach space is proved to be operator-stable if and only if there is some operator $B$ so that $\mu^t$ is a translation of the measure $t^B \mu = e^{\log t B} \mu$, for each $t > 0$. More formally, there is a function $t \to b_t$ called the centering function of $\mu$ such that $\mu^t = t^B \mu \ast \delta_{b_t}$, for all $t > 0$.

The simple, yet important case of the joint limiting distribution of the sample moments $\sum_{i=1}^m X_i^k$, $1 \leq k \leq m < \infty$, of a sequence $X_i: i \geq 1$ of $\mathbb{R}$-valued independent and identically distributed (i.i.d) random variables is considered in [11]. If $X_1, X_2, \ldots$ are i.i.d as $X$, then $X$ is said to belong to the domain of attraction of $Y$ if for some sequences $\{a_n\}$ and $\{b_n\}$ of scalars, $a_n^{-1}(X_1 + X_2 + \cdots + X_n - b_n) \to Y$. The authors of [11] show, among other things, that the random vector $Z = (X, X^2, X^3, \ldots)$ belongs to the generalized domain of attraction of some operator-stable law on $\mathbb{R}^\infty$ if and only if each $X^k$ belongs to the domain of attraction of some operator-stable law. The generalized domain of attraction of a random vector has a definition similar to that (given above) of the domain of attraction of a random variable, only that one substitutes the sequence $\{a_n^{-1}\}$ by a sequence of invertible operators and $\{b_n\}$ by a sequence of vectors. The results in [11] are summarized in the book [12, Chapter 10].

We considered important making the comments above relative to the existing literature on operator-stable laws on Banach spaces as those papers provide important context for this one.

We conclude the introductory part of this paper by noting that the definition used by some authors for both OSS processes and for self-similar processes is slightly different from ours. More exactly, a stochastic process $\{X(t): t > 0\}$ is called OSS if for each $s > 0$ there exist an operator $A(s)$ on $\mathfrak{C}$ and $b(s) \in \mathfrak{C}$ such that

$$[X(st)] \overset{d}{=} [A(s)X(t) + b(s)].$$ (1.16)

The function $s \to b(s)$ is called a drift-function. So in this paper we study OSS stochastic processes with null drift-function, and simply call them OSS processes. The same goes for self-similar processes. Also we do not include in the definition any continuity requirement and we consider the time interval to be $(0, \infty)$ rather than $[0, \infty)$. 
2. OSS processes with a spanning set of expectations

In this section the main idea is that OSS processes with a spanning set of expectations have uniquely determined scaling families of operators which are groups of operators. We prove this result and investigate its consequences. We begin by setting up some notations. For each subset \( S \) of \( \mathcal{E} \), \( \text{Span}(S) \) denotes the linear subspace of \( \mathcal{E} \) spanned by the vectors in \( S \) and \( \overline{\text{Span}}(S) \) the closure of that subspace.

A stochastic process \( \{X(t) : t > 0\} \) is called integrable if

\[
\int_{\Omega} \|X(t)\| dP < \infty \quad \forall \ t > 0.
\]  

In this case, for each \( t > 0 \), \( E[X(t)] \) denotes the expectation of the random variable \( X(t) \).

Some popular examples of \( \mathbb{R}^n \)-valued OSS process have zero expectations (standard fractional brownian motions for instance). Since this is often a good assumption, the following remark is in order here.

**Remark 2.1.** Let \( \{X(t) : t > 0\} \) be an OSS process and \( \{A(s) : s > 0\} \) one of its scaling families of operators. If for each \( t > 0 \) one sets \( Y(t) := X(t) - E[X(t)] \) then the process \( \{Y(t) : t > 0\} \) is OSS with scaling family \( \{A(s) : s > 0\} \) and zero expectations.

**Proof.** Observe that for each \( s, t > 0 \) one can write

\[
A(s)E[X(t)] = A(s) \int_{\Omega} X(t) dP = \int_{\Omega} A(s)X(t) dP = \int_{\Omega} X(st) dP = E[X(st)].
\]

According to this computation one obtains

\[
\{A(s)Y(t)\} = \{A(s)X(t) - A(s)E[X(t)]\} \overset{d}{=} \{X(st) - E[X(st)]\} = \{Y(st)\}
\]

which proves that \( \{Y(t) : t > 0\} \) is OSS. Clearly \( E[Y(t)] = 0 \), for all \( t > 0 \). \( \square \)

Let us denote \( \mathcal{E}_0 = \overline{\text{Span}}\{E[X(t)] : t > 0\} \). This subspace has the following interesting properties.

**Theorem 2.1.** Let \( \{X(t) : t > 0\} \) and \( \mathcal{E}_0 \) be as above. The subspace \( \mathcal{E}_0 \) is left invariant by any scaling family of operators \( \{A(s) : s > 0\} \) under which \( \{X(t) : t > 0\} \) is OSS, that is,

\[
A(s)\mathcal{E}_0 \subseteq \mathcal{E}_0 \quad \forall \ s > 0.
\]

For an arbitrary, fixed \( y_0 \in \mathcal{E}_0 \) and each fixed \( t > 0 \), set \( Y(t) := X(t) + A(t)y_0 \). The process \( \{Y(t) : t > 0\} \) is OSS with scaling family \( \{A(s) : s > 0\} \). If \( \{X(t) : t > 0\} \) is an OSS process with a spanning family of expectations, that is, if \( \mathcal{E}_0 = \mathcal{E} \), then its scaling family of operators is a uniquely determined multiplicative group of operators.

**Proof.** The invariance property is an immediate consequence of the equality

\[
A(s)E[X(t)] = E[X(st)] \quad \forall \ s, t > 0,
\]

\[
\int_{\Omega} \|X(t)\| dP < \infty \quad \forall t > 0.
\]
which was used and proved in detail in the proof of the previous remark. Observe that
\[ \{ A(s)Y(t) \} = \{ A(s)X(t) + A(s)A(t)y_0 \} \overset{d}{=} \{ X(st) + A(st)y_0 \} \overset{d}{=} \{ Y(st) \} \quad \forall s > 0, \quad (2.6) \]
because for each fixed \( s > 0 \) one can write
\[ A(s)A(t)E[X(u)] = E[X(stu)] = A(st)E[X(u)] \quad (2.7) \]
which implies
\[ A(s)A(t)y_0 = A(st)y_0, \]
\[ \{ A(s)X(t) \} \overset{d}{=} \{ X(st) \} \quad (2.8) \]
by the operator self-similarity of \( \{ X(t) : t > 0 \} \) under \( \{ A(s) : s > 0 \} \). This proves that \( \{ Y(t) : t > 0 \} \) is also OSS under the same scaling family of operators. To finish the proof, assume now that \( \mathbb{E}_0 = \mathbb{C} \) and that \( \{ A(s) : s > 0 \} \) and \( \{ B(s) : s > 0 \} \) are two scaling families of operators for \( \{ X(t) : t > 0 \} \). For an arbitrary, fixed \( s > 0 \) we wish to show that \( A(s) = B(s) \), thus proving the uniqueness of the scaling family. This is an immediate consequence of the equalities
\[ A(s)E[X(t)] = E[X(st)] = B(s)E[X(t)] \quad \forall s, t > 0. \quad (2.9) \]
To show that \( \{ A(s) : s > 0 \} \) is a multiplicative group of operators, observe that
\[ A(st)E[X(u)] = E[X(stu)] = A(s)A(t)E[X(u)], \quad \forall s, t, u > 0, \quad (2.10) \]
hence \( A(st) = A(s)A(t) \), for all \( s, t > 0 \). Also
\[ A(1)E[X(u)] = E[X(u)] = IE[X(u)], \quad \forall u > 0, \quad (2.11) \]
hence \( A(1) = I \). \qed

**Definition 2.2.** An integrable process is said to have continuous expectation-function if the map
\[ t \mapsto E[X(t)], \quad t > 0, \quad (2.12) \]
is norm-continuous.

**Corollary 2.2.** If \( \{ X(t) : t > 0 \} \) is a scalar-valued integrable OSS process, with continuous expectation-function, such that
\[ E[X(u)] \neq 0 \quad \text{for some } u > 0, \quad (2.13) \]
then \( \{ X(t) : t > 0 \} \) is a self-similar process.

**Proof.** Clearly, such a process has a spanning family of expectations so, by Theorem 2.1, its uniquely determined scaling family \( \{ A(t) : t > 0 \} \) is a multiplicative group of operators.
Keeping in mind that operators $T$ on the field of scalars are functions of the form $T(z) = cz$, the operator norm $\|T\|$ being $|c|$, one can write

$$|E[X(tu)] - E[X(u)]| = \left| (A(t) - I) \int_{\Omega} X(u)dP \right| = \|A(t) - I\| |E[X(u)]|. \quad (2.14)$$

The continuity of the expectation-function and the fact that $E[X(u)] \neq 0$ imply that the semigroup is uniformly continuous, hence it must be of the form

$$A(t) = t^H I, \quad t > 0, \quad (2.15)$$

for some scalar $H$. 

Of course, if $\{Y(t) : t > 0\}$ has zero expectations, but is obtained as in Remark 2.1 from an OSS process $\{X(t) : t > 0\}$ satisfying the assumptions in the corollary above, then $\{Y(t) : t > 0\}$ is self-similar. Another application of Theorem 2.1 is the following theorem where, under some assumptions, we have information about the growth of $\|E[X(t)]\|$ when $\{X(t) : t > 0\}$ is an OSS process.

**Theorem 2.3.** Let $\{X(t) : t > 0\}$ be an integrable OSS process with continuous expectation-function. If $\text{Span}(E[X(t) : t > 0])$ is a subset having category 2 (in the sense of Baire) in the space $\mathcal{E}_0$, then there exist constants $M \geq 1$ and $a \geq 0$ such that

$$\|E[X(t)]\| \leq Mt^a, \quad t \geq 1, \quad (2.16)$$

$$\|E[X(t)]\| \leq Mt^{-a}, \quad 0 < t \leq 1.$$  

**Proof.** If $E[X(t)] = 0$ for any $t > 0$, the conclusion follows trivially. If there exists $u > 0$ such that $E[X(u)] \neq 0$, then $\mathcal{E}_0 \neq \{0\}$, and recall that $\mathcal{E}_0$ is left invariant by any scaling family of operators $\{A(t) : t > 0\}$. Denote by $B(t) := A(t)|_{\mathcal{E}_0} \in \mathcal{L}(\mathcal{E}_0)$. By an argument similar to the one used in the proof of Theorem 2.1, $\{B(t) : t > 0\}$ is a multiplicative group of operators on $\mathcal{E}_0$.

Next we consider the multiplicative semigroup of operators obtained by taking indices in the interval $[1, \infty)$ and show that it is a multiplicative $C_0$-semigroup of operators, that is,

$$\lim_{t \to 1^+} B(t)x = x, \quad (2.17)$$

for each $x$ in $\mathcal{E}_0$. Clearly, if one considers $x$ of the form $x = E[X(s)]$ for some $s > 0$, the condition above holds because

$$B(t)E[X(s)] = A(t)E[X(s)] = E[X(st)] \quad (2.18)$$

and the expectation-function is continuous. By linearity the same is true if one chooses $x$ in $\text{Span}\{E[X(s)] : s > 0\}$. To prove that (2.17) holds for any $x \in \mathcal{E}_0$, one needs to establish first the fact that the family $\{B(t) : t > 0\}$ is norm-bounded on a right neighborhood of 1 or, in other words, that there are some constants $M' > 0$ and $\delta > 0$ such that

$$\|B(u)\| \leq M', \quad \forall u \in (1, 1 + \delta). \quad (2.19)$$
For each \( t > 0, \{E[X(u)]: u \in [t, t(1 + \delta)]\} \) is a compact set, hence a norm-bounded subset of \( \mathcal{E} \). This implies that the set \( \{B(u)E[X(t)]: u \in (1, 1 + \delta)\} \) is norm-bounded. By the linearity of the operators \( B(u), u > 0 \), it readily follows that for each \( x \in \text{Span}\{E[X(t)]: t > 0\}, \) the set \( \{B(u)x: u \in (1, 1 + \delta)\} \) is norm-bounded. According to the Banach-Steinhaus theorem [16], this implies that the family \( \{B(u): u \in (1, 1 + \delta)\} \) is norm-bounded. Based on that, the fact that property (2.17) holds for each \( x \in \text{Span}\{E[X(t)]: t > 0\} \) extends to the fact that it holds for each \( x \in \mathcal{E} \) by a straightforward argument. Indeed, let \( \epsilon > 0 \) be arbitrary and fixed. Consider any fixed \( x \in \mathcal{E} \). Since \( \mathcal{E} \) is the closure of \( \text{Span}\{E[X(t)]: t > 0\}, \) we can choose \( y \in \text{Span}\{E[X(t)]: t > 0\} \) such that \( \|x - y\| < \epsilon/3 \) and \( M'\|x - y\| < \epsilon/3 \).

Also, since \( B(t)y \to y \) as \( t \to 1^+ \) we can choose \( 0 < \delta_1 < \delta \) such that \( \|B(t)y - y\| < \epsilon/3 \) for all \( t \in (1, 1 + \delta) \subset (1, 1 + \delta) \). Now

\[
\|B(t)x - x\| \leq \|B(t)x - B(t)y\| + \|B(t)y - y\| + \|y - x\|
\leq \|B(t)||x - y| + \|B(t)y - y\| + \|y - x\|
\leq M'\|x - y\| + \|B(t)y - y\| + \|y - x\|
\leq \frac{\epsilon}{3} + \frac{\epsilon}{3} + \frac{\epsilon}{3} = \epsilon
\]  

for all \( t \in (1, 1 + \delta_1) \), that is, \( \lim_{t \to 1^{+}} B(t)x = x \) for all \( x \in \mathcal{E} \).

Since \( \{B(t): t \geq 1\} \) is a multiplicative \( C_0 \)-semigroup of operators, there exist \( M_1 \geq 1 \) and \( a_1 \geq 0 \) such that

\[
\|B(s)\| \leq M_1s^{a_1}, \quad s \geq 1.
\]  

But \( \{B(t): t > 0\} \) is a multiplicative group of operators. According to [7, page 40], \( \{V(s) := B(s^{-1}): s \geq 1\} \) is also a multiplicative \( C_0 \)-semigroup of operators so there exist \( M_2 \geq 1 \) and \( a_2 \geq 0 \), such that

\[
\|B(s)\| \leq M_2s^{-a_2}, \quad s \in (0, 1].
\]  

Thus, if \( M_0 = \max\{M_1, M_2\} \) and \( a = \max\{a_1, a_2\} \), then

\[
\|B(t)\| \leq M_0t^a, \quad t > 1,
\|B(t)\| \leq M_0t^{-a}, \quad t \in (0, 1].
\]  

Now

\[
\|E[X(t)]\| = \left\| \int_{\Omega} A(t)X(1)dP \right\| = \left\| B(t) \int_{\Omega} X(1)dP \right\|
\leq \|B(t)\| \cdot \left\| \int_{\Omega} X(1)dP \right\| \leq M_0t^a \left\| \int_{\Omega} X(1)dP \right\| = Mt^a
\]  

for \( t \geq 1 \), where \( M = M_0\left\| \int_{\Omega} X(1)dP \right\|. \)
If \( t \in (0, 1] \),
\[
\|E[X(t)]\| \leq \|B(t)\| \cdot \int_{\Omega} |X(1)|dP \leq M_0 t^{-a} \|\int_{\Omega} X(1)dP\| = Mt^{-a}.
\]  
\quad \text{(2.25)}

Remark 2.3. Under the hypotheses above, if in addition, \( \{X(t) : t > 0\} \) has a spanning family of expectations, then the conclusion can be strengthened to

\[
E[\|X(t)\|] \leq Mt^a, \quad t \geq 1,
\]
\[
E[\|X(t)\|] \leq Mt^{-a}, \quad t \in (0, 1].
\]  
\quad \text{(2.26)}

Proof. Indeed, in this case \( \mathcal{E}_0 = \mathcal{E} \) and hence \( B(t) = A(t) \), for all \( t > 0 \). So

\[
E[\|X(t)\|] = \int_{\Omega} |X(t)|dP = \int_{\Omega} |A(t)X(1)|dP
\]
\[
= \int_{\Omega} |B(t)X(1)|dP \leq \int_{\Omega} |B(t)| \cdot |X(1)|dP
\]  
\quad \text{(2.27)}

which in turn is less than or equal to

\[
M_0 t^a \int_{\Omega} |X(1)|dP = Mt^a, \quad \text{if } t \geq 1,
\]  
\quad \text{(2.28)}

respectively,

\[
M_0 t^{-a} \int_{\Omega} |X(1)|dP = Mt^{-a}, \quad \text{if } t \in (0, 1],
\]  
\quad \text{(2.29)}

where \( M_0 \) denotes the same constant as in the proof of the theorem above, and \( M = M_0 \int_{\Omega} |X(1)|dP \). □

Remark 2.4. If \( \{X(t) : t > 0\} \) is an integrable OSS process with continuous expectation-function and if \( \dim(\mathcal{E}_0) < \infty \), then there exist constants \( M \geq 1 \) and \( a \geq 0 \) satisfying (2.16). In particular, if \( \dim(\mathcal{E}_0) < \infty \) and \( \mathcal{E} = \mathcal{E}_0 \), then there exists \( H \in \mathcal{L}(\mathcal{E}) \) such that \( A(t) = t^H \), for all \( t > 0 \).

Proof. If \( \dim(\mathcal{E}_0) < \infty \), then clearly \( \text{Span}\{E[X(t)] : t > 0\} \) is a subset of \( \mathcal{E}_0 \) having category 2 because \( \text{Span}\{E[X(t)] : t > 0\} = \mathcal{E}_0 \). In the particular case \( \mathcal{E} = \mathcal{E}_0 \), \( \dim(\mathcal{E}_0) < \infty \), according to the previous remark, \( \{A(t) : t \geq 1\} \) is a multiplicative \( C_0 \)-semigroup of operators. Therefore \( \{A(t) : t \geq 1\} \) is a uniformly continuous multiplicative semigroup of operators, because \( \dim(\mathcal{E}) < \infty \). For this reason, there is an \( H \in \mathcal{L}(\mathcal{E}) \) such that \( A(t) = t^H \), for all \( t \geq 1 \). But \( \{A(t) : t > 0\} \) is a multiplicative group of operators. Therefore \( A(1/t) = A(t)^{-1} \), for all \( t \geq 1 \), that is, \( A(1/t) = (t^H)^{-1} = (1/t)^H \). If we denote \( 1/t = s \), then \( A(s) = s^H \), for all \( s \in (0, 1] \). □

The existence of an \( H \) as above can be obtained on infinite-dimensional spaces if one considers processes with the property that the expectation-function is differentiable on an interval of the form \((s_0, \infty)\) for some fixed \( s_0 \geq 1 \).
Theorem 2.4. If the integrable OSS process \( \{X(t) : t > 0\} \) has the property that the expectation-function is differentiable on an interval of the form \((s_0, \infty)\) for some \( s_0 \geq 1 \), \( \mathcal{C} = \text{Span}[E[X(s)] : s > s_0] \), and \( \text{Span}[E[X(s)] : s > s_0] \) is a subset of \( \mathcal{C} \) having category 2 in the sense of Baire, then the scaling family of operators of the process is of the form \( A(s) = s^H \), \( s > 0 \), where \( H \) is a bounded linear operator on \( \mathcal{C} \), uniquely determined by the following equation:

\[
HE[X(s)] = s \frac{dE[X(s)]}{ds} \quad \forall s > s_0.
\] (2.30)

Proof. Observe that by Theorem 2.1, \( \{A(t) : t > 0\} \) is a uniquely determined multiplicative group of operators. We need to show first that the family of operators \( \{(A(v) - I)x/\log v : v > 0\} \) is norm-bounded for \( v \) in the neighborhood of 1, that is, for all \( v \in (1 - \delta, 1 + \delta) \), for some \( \delta, 0 < \delta < 1 \). As in the proof of Theorem 2.3, it will suffice to establish the pointwise boundedness of the family on a set having category 2 in the sense of Baire, namely, on \( \text{Span}[E[(X(s))] : s > s_0] \). For each \( s > s_0 \) one can write

\[
\lim_{v \to 1} \frac{(A(v) - I)E[X(s)]}{\log v} = \lim_{v \to 1} \frac{E[X(sv)] - E[X(s)]}{\log v} = s \frac{dE[X(s)]}{ds}.
\] (2.31)

Now this implies that for each \( x \in \text{Span}[E[(X(s))] : s > s_0] \) the family \( \{(A(v) - I)x/\log v : v > 0\} \) is bounded near 1. On the other hand, the set \( \{A(v)x : v \in [1, 1 + \delta]\} \) is also norm-bound by the continuity of the expectation-function on \((s_0, \infty)\). Arguing like in the proof of Theorem 2.3, one proves that \( \{A(s) : s > 0\} \) is a multiplicative \( C_0 \)-group of operators. Hence \( \{(A(v) - I)x : v \in (1 - \delta, 1 + \delta)\} \) is norm-bounded and since \( 1/\log v \) is bounded for \( v \) in each set of the form \((1 - \delta, 1 + \delta) \cup (1 + \epsilon, 1 + \delta) \), \( 0 < \epsilon < \delta \), one deduces that the set \( \{(A(v) - I)x/\log v : v \in (1 - \delta, 1 + \delta)\} \) is norm-bounded for each \( x \) in the space \( \text{Span}[E[X(s)] : s > s_0] \) which has category 2 in \( \mathcal{C} \). By the Banach-Steinhaus theorem, there exists a constant \( M \geq 0 \) such that

\[
\frac{||A(v) - I||}{|\log v|} \leq M, \quad \forall v \in (1 - \delta, 1 + \delta).
\] (2.32)

Since \( \{A(t) : t > 0\} \) is a multiplicative \( C_0 \)-group of operators, \( \{T(t) = A(e^t) : t \in \mathbb{R}\} \) is an additive \( C_0 \)-group of operators. Setting \( t_0 = \log s_0 \) we wish to show that for each \( x \in \mathcal{C} \), the function \( T(\cdot)x \) is differentiable at \( t \) for any \( t > t_0 \). We begin by showing this fact for \( x \) of the form \( x = E[X(u)] \), \( u \geq 1 \). Indeed, in such a case, the following limit exists for any \( s > s_0 \):

\[
\lim_{v \to 1} \frac{(A(sv) - A(s))(E[X(u)])}{\log v} = su \frac{dE[X(su)]}{dt}.
\] (2.33)

Taking \( s = e^t \) and making the substitution \( h = \log v \), we obtain that the following limit exists, for any \( u \geq 1 \) and hence for any \( u > s_0 \):

\[
\lim_{h \to 0} \frac{(T(t+h) - T(t))E[X(u)]}{h}.
\] (2.34)
By linearity, this implies that for any \( t > t_0 \) and any \( x \in \text{Span}(\{E[X(u)] : u > s_0\}) \), the function \( T(\cdot)x \) is differentiable at \( t \). To prove this for an arbitrary \( x \in \mathcal{C} \), observe that the inequality

\[
\frac{||A(v) - I||}{|\log v|} \leq M, \quad \forall v \in (1 - \delta, 1 + \delta),
\]

implies

\[
\frac{||T(h) - I||}{|h|} \leq M, \quad \forall h \in (-\delta', \delta'),
\]

where \( \delta' > 0 \) is chosen such that \((e^{-\delta'}, e^{\delta'}) \subseteq (1 - \delta, 1 + \delta)\). For an arbitrary sequence \( \{h_n\}_n \) in \( \mathbb{R} \) such that \( h_n \to 0 \), we wish to show that the sequence \( \{(T(t + h_n) - T(t))x/h_n\}_n \) is Cauchy. To that aim, choose \( \epsilon > 0 \) and \( y \in \text{Span}(\{E[X(u)] : u > s_0\}) \) such that \( ||x - y|| \leq \epsilon/(4M||T(t)||) \). Since the sequence \( \{(T(t + h_n) - T(t))y/h_n\}_n \) is Cauchy because it is convergent, we can choose \( n_0 \in \mathbb{N} \) such that

\[
\left| \left( \frac{T(t + h_m) - T(t)}{h_m} \right) y - \left( \frac{T(t + h_n) - T(t)}{h_n} \right) y \right| < \frac{\epsilon}{2}, \quad |h_n| < \delta',
\]

for all \( m, n \geq n_0 \). In that case we can write

\[
\left| \left( \frac{T(t + h_m) - T(t)}{h_m} \right) x - \left( \frac{T(t + h_n) - T(t)}{h_n} \right) x \right| \\
\leq \left| \left( \frac{T(t + h_m) - T(t)}{h_m} \right) y - \left( \frac{T(t + h_n) - T(t)}{h_n} \right) y \right| \\
+ ||T(t)|| \left( \frac{||T(h_m) - I||}{|h_m|} + \frac{||T(h_n) - I||}{|h_n|} \right) ||x - y|| \\
< \frac{\epsilon}{2} + ||T(t)|| \frac{\epsilon}{4M||T(t)||} = \epsilon \quad \forall m, n \geq n_0.
\]

This shows that the derivative of the function \( T(\cdot)x \) exists at any \( t > t_0 \) for any choice of \( x \in \mathcal{C} \).

According to [14, Chapter 2, Lemma 4.2], this implies that, for \( t > t_0 \) sufficiently large, \( HT(t) \) is a bounded operator, where \( H \) is the infinitesimal generator of \( \{T(t) : t \in \mathbb{R}\} \). Then \( HT(t)T(-t) = H \) is also bounded. Hence we have that \( T(t) = e^{tH} \), for all \( t \in \mathbb{R} \), that is, \( A(s) = s^H \), for all \( s > 0 \). To show that \( H \) satisfies (2.30), observe that for each fixed \( s > s_0 \), one can write

\[
HE[X(s)] = \lim_{t \to 0^+} \frac{T(t)E[X(s)] - E[X(s)]}{t} \\
= \lim_{v \to 1^+} \frac{A(v) - I}{\log v} E[X(s)] \\
= \lim_{v \to 1^+} \frac{E[X(sv)] - E[X(s)]}{\log v} = s \frac{d(E[X(s)])}{ds}.
\]

(2.39)
3. OSS processes with scaling families of invertible operators

In this section we assume that for the OSS process \( \{X(t) : t > 0\} \) there exists a scaling family of operators \( \{A(s) : s > 0\} \) consisting of invertible operators on \( \mathcal{E} \). For such processes we consider the classes of operators in the following definition.

Definition 3.1. For each arbitrary, fixed \( s > 0 \) \( G_s \), is by definition the class of all invertible operators \( A \in \mathcal{L}(\mathcal{E}) \) with the property

\[
\{AX(t)\} \overset{d}{=} \{X(st)\},
\]

\[
G = \bigcup_{t>0} G_t.
\]

Remark 3.2. By our assumptions \( G_t \neq \emptyset \), for any \( t > 0 \).

The following theorem (parts of which appear in [4] or [17] for the case of operators on \( \mathbb{R}^n \)) has a straightforward proof. We include it in order to make this paper self-contained.

Theorem 3.1. \( G \) is a group, \( G_1 \) is a normal subgroup of \( G \), closed relative to \( G \). For each \( t > 0 \), the class \( G_t \) is an equivalence class modulo \( G_1 \), that is, \( G_t \in G/G_1 \), for any \( t > 0 \), and the map \( \phi(t) = G_t \), \( t > 0 \), is an onto group homomorphism of \((0, \infty)\) onto \( G/G_1 \). Let \( p \) denote the canonical projection of \( G \) onto \( G/G_1 \). The process \( \{X(t) : t > 0\} \) has a scaling family of operators which is a multiplicative group of operators if and only if the homomorphism \( \phi \) lifts to a homomorphism \( \psi \) of \((0, \infty)\) into \( G \), that is, if and only if there exists a group homomorphism \( \psi \) of the multiplicative group \((0, \infty)\) into \( G \) such that \( p \circ \psi = \phi \).

Proof. Indeed, for \( u, s > 0 \) consider \( A \in G_s \) and \( B \in G_u \). We can write \( \{BX(t)\} \overset{d}{=} \{X(ut)\} \), hence \( \{X(t)\} \overset{d}{=} \{B^{-1}X(ut)\} \). Denote now \( tu = v \), hence \( t = u^{-1}v \) and we get \( \{B^{-1}X(v)\} \overset{d}{=} \{X(u^{-1}v)\} \). This proves that \( B^{-1} \in G_{u^{-1}} \) if \( B \in G_u \), that is, inverses of operators in \( G \) belong to \( G \). Now \( \{BX(t)\} \overset{d}{=} \{X(ut)\} \) and \( \{AX(t)\} \overset{d}{=} \{X(st)\} \). Therefore \( \{AX(ut)\} \overset{d}{=} \{X(sut)\} \), that is, \( AB \in G_{su} \) which proves that \( G \) is a subgroup of the group of all invertible operators on \( \mathcal{E} \) and that \( \phi \) is an onto group homomorphism, provided that we show that the sets \( G_s \), \( s > 0 \) are equivalence classes modulo \( G_1 \). We will prove the latter below. In a similar way, one shows that \( G_1 \) is a subgroup of \( G \). Let us check that \( G_1 \) is normal. Indeed, choose an arbitrary \( A \) in \( G \). Then \( A \in G_s \) for some \( s > 0 \). For any \( B \in G_1 \) we can write

\[
\{BX(t)\} \overset{d}{=} \{X(t)\},
\]

\[
\{AX(t)\} \overset{d}{=} \{X(st)\}.
\]

So

\[
\{ABX(t)\} \overset{d}{=} \{AX(t)\} \overset{d}{=} \{X(st)\},
\]

that is, \( AB \in G_s \) or \( AG_1 \subseteq G_s \).
Conversely now, if $T \in G_s$, then set $B = A^{-1}T$. According to what we proved above, $B \in G_1$ and $AB = T \in AG_1$, proving that $AG_1 = G_s$. A similar argument leads to $G_1A = G_s$, ending the proof of the normality of $G_1$ and of the fact that the sets $G_s$ are equivalence classes modulo $G_1$. Finally, the fact that $G_1$ is closed relative to $G$ (not only norm-closed but closed even with respect to the strong operator topology) is a direct consequence of [6, Proposition 1.7.2]. Obviously, the process $\{X(t) : t > 0\}$ has a scaling family of operators which is a multiplicative group of operators if and only if the homomorphism $\varphi$ lifts to a homomorphism $\psi$ of $(0, \infty)$ into $G$. 

In several of the previous papers on OSS processes [4, 9, 17], it is proved that such processes satisfying good continuity assumptions have an exponent, that is, have a scaling family of operators of the form $\{s^H : s > 0\}$ where $H \in \mathcal{L}(\mathcal{B})$ is called an exponent of the process. Relative to that, we prove the following.

**Theorem 3.2.** The OSS process $\{X(t) : t > 0\}$ has an exponent if and only if there exists a locally compact, Abelian subgroup $\mathcal{A}$ of $G$ with the following properties:

$$
\widetilde{G}_1 := \mathcal{A} \cap G_1 \neq \emptyset \quad \forall s > 0, 
$$

$$
\forall \epsilon > 0 \quad \exists (0 < \delta < 1) \text{ such that if } |t - 1| < \delta, \text{ then } \exists A \in \widetilde{G}_1 \text{ such that } \|A - I\| < \epsilon.
$$

**Proof.** To prove the sufficiency observe first that $\widetilde{G}_1$ is a subgroup of $\mathcal{A}$ closed relative to $\mathcal{A}$, for each $s > 0$ $\widetilde{G}_s$ is an equivalence class of $\mathcal{A}$, modulo $\widetilde{G}_1$, and $\varphi(s) = \widetilde{G}_s$ is an onto group homomorphism of $(0, \infty)$ onto $\mathcal{A}/\widetilde{G}_1$. This homomorphism is continuous if the quotient topology is considered on $\mathcal{A}/\widetilde{G}_1$. Since this is a homomorphism of topological groups, only continuity at 1 needs to be checked. To that aim, let $\mathcal{N}$ denote a neighborhood of the identity in $\mathcal{A}/\widetilde{G}_1$. In that case there exist $S \subseteq (0, \infty)$ such that $1 \in S$, $\mathcal{N} = \{\widetilde{G}_s : s \in S\}$, and $N = \cup_{s \in S} \widetilde{G}_s$ is a neighborhood of $I$. Therefore there is an $\epsilon > 0$ such that, if $A \in \mathcal{A}$ and $\|A - I\| < \epsilon$, then $A \in N$. Associate to this $\epsilon$ a $\delta$ satisfying condition (3.5). For arbitrary, fixed $t \in (1 - \delta, 1 + \delta)$ consider an operator $A$ as in condition (3.5). There must exist $s > 0$ such that $A \in \mathcal{A}_s$ and hence $\widetilde{G}_t = \widetilde{G}_s$, so $\widetilde{G}_t \subseteq \mathcal{N}$, or in other words, $\varphi(1 - \delta, 1 + \delta) \subseteq \mathcal{N}$, that is, $\varphi$ is continuous. By a theorem of Moskowitz (see [1] or [13]), $\varphi$ lifts to a continuous group homomorphism $\psi : (0, \infty) \to \mathcal{A}$, hence $\{A(t) = \psi(t) : t > 0\}$ is both a scaling family for the process under consideration and a norm-continuous multiplicative group of operators. Therefore it must be of the form $\{s^H : s > 0\}$ for some $H \in \mathcal{L}(\mathcal{B})$, which ends the proof of the sufficiency. The necessity is immediate. Indeed if an exponent $H$ exists, then set $\mathcal{A} = \{s^H : s > 0\}$. 

Exponents and more generally, scaling families of operators for OSS processes need not be uniquely determined. See [4, 9, 17] or the following remark.

**Remark 3.3.** Let $A$ be an arbitrary operator in $G$ and $\rho_A$ the inner automorphism of $G$ induced by $A$,

$$
\rho_A(T) = A^{-1}TA, \quad T \in G.
$$
The image under $\rho_A$ of any scaling family of operators of the process $\{X(t) : t > 0\}$ is also a scaling family of operators for the same process.

**Proof.** Assume $A \in G_t$ for some $s > 0$, then let $\{A(t) : t > 0\}$ be a scaling family of operators for the given process. By the proof of Theorem 3.1, $A^{-1} \in G_{s^{-1}}$ and

$$\rho_A(A(t)) = A^{-1}A(t)A \in G_{s^{-1}t} = G_t \quad \forall t > 0.$$  \hspace{1cm} (3.7)

Next we will extend to arbitrary Hilbert spaces the early result by Laha and Rohatgi saying that proper $\mathbb{R}^n$-valued OSS processes with a scaling family of positive operators have exponents. Let $E$ be a Hilbert space. We need to introduce some terminology first.

**Definition 3.4.** Recall that a probability measure $\mu$ on the $\sigma$-algebra of the Borel subsets of $E$, a separable Banach space, is called a full measure if the support of $\mu$ is not contained by a hyperplane.

Following [9], we introduce the notion of proper stochastic process.

**Definition 3.5.** The process $\{X(t) : t > 0\}$ is called proper if $PX(t)^{-1}$ is a full probability measure for any $t > 0$.

**Remark 3.6.** An OSS process $\{X(t) : t > 0\}$ with a scaling family of invertible operators is proper if and only if $PX(1)^{-1}$ is a full probability measure.

**Proof.** Indeed, this is a consequence of the equality

$$\text{supp}[PX(t)^{-1}] = A(t)(\text{supp}[PX(1)^{-1}]).$$  \hspace{1cm} (3.8)

**Lemma 3.3.** If $E$ is a separable Hilbert space and $A \in \mathcal{L}(E)$ is a positive invertible operator other than the identity, then there exists a nonzero vector $x_0 \in E$ such that either $\|A^n x_0\| \to 0$ or $\|A^{-n} x_0\| \to 0$. If $A$ is positive and noninvertible, then there exists some nonzero $x_0$ such that $\|A^n x_0\| \to 0$.

**Proof.** Assume first that $A$ is invertible and $A \neq I$. By the spectral mapping theorem for positive operators, [15, Theorem 1.6] it will be enough to prove the existence of $x_0$ for a multiplication operator $M_\phi$, acting on $L^2_K(d\mu)$ where $K$ is a compact subset of $(0, \infty)$, $\mu$ a finite Borel measure on $K$, and $\phi$ an essentially bounded nonnegative function on $K$ with essentially bounded inverse $\phi^{-1}$. Indeed, each positive invertible operator $A$ is unitarily equivalent to such a multiplication operator $M_\phi$ by [15, Theorem 1.6]. If the set $E = \{x \in K : \phi(x) < 1\}$ has positive measure $\mu$, then its characteristic function $\chi_E$ is a nonzero element of $L^2_K(d\mu)$. By Lebesgue’s dominated convergence theorem, one immediately proves $\|M_\phi^n \chi_E\|_2 \to 0$. If $\mu(E) = 0$, then suppose $\mu(F) > 0$, where $F = \{x \in K : \phi^{-1}(x) < 1\}$. Again by Lebesgue’s theorem, one gets $\|M_\phi^{-n} \chi_F\|_2 \to 0$. One of the sets $E$ and $F$ must have positive measure $\mu$ because if we suppose that both have measure 0, then $\phi = 1$, $\mu$—a.e., that is, $M_\phi = I$ and hence $A = I$, contrary to our assumptions. Thus we established the existence of a nonzero $x_0$ with the required properties. To show the existence of $x_0$ when $A$ is noninvertible, recall that $K$ above is the spectrum of $A$ and in this last case $K$ contains 0. It is known that $K$ coincides with the essential range of $\phi$, ...
Let us choose \( \epsilon > 0 \) such that the set \( E = \phi^{-1}([0, \epsilon)) \) has positive measure \( \mu \). Therefore \( \chi_E \) is a nonzero element of \( L^1_\mathbb{K}(d\mu) \), and since \( \phi''(x) \to 0 \), for all \( x \in E \), Lebesgue’s theorem can be applied again in order to get \( \|A_0\chi_E\|_2 \to 0 \).

**Lemma 3.4.** Let \( \mathcal{E} \) be a separable Hilbert space and \( X(1) : \Omega \to \mathcal{E} \) a random variable such that \( PX(1)^{-1} \) is a full probability measure. The only positive operator \( A \) on \( \mathcal{E} \) with the property \( P(AX(1))^{-1} = P(X(1))^{-1} \) is the identity.

**Proof.** If \( A \) is invertible then obviously \( P(A^{-1}X(1))^{-1} = P(X(1))^{-1} \). Therefore we will not reduce generality by assuming that \( \|A^n0\| \to 0 \) for some nonzero \( x_0 \). Denote by \( \langle \cdot, \cdot \rangle \) the inner product of \( \mathcal{E} \). The mapping \( \langle \cdot, x_0 \rangle \) is obviously a continuous mapping on \( \mathcal{E} \). Therefore one can write

\[
P(\langle X(1), x_0 \rangle)^{-1} = P(\langle A^nX(1), x_0 \rangle)^{-1} = P(\langle X(1), A^n x_0 \rangle)^{-1}, \quad \forall n \geq 0. \tag{3.9}
\]

Since \( \|A^n x_0\| \to 0 \), one deduces \( P(\langle X(1), x_0 \rangle)^{-1} = \delta_0 \). By [6, page 27]

\[
\langle \text{supp}[PX(1)^{-1}], x_0 \rangle = \{0\} = \text{supp}[\delta_0], \tag{3.10}
\]

hence

\[
\text{Span}(\text{supp}[PX(1)^{-1}]) \subseteq \mathcal{E} \cap \text{Span}[x_0] \tag{3.11}
\]

which is a contradiction because this means that \( PX(1)^{-1} \) is not full. \( \square \)

**Theorem 3.5.** If \( \mathcal{E} \) is a separable Hilbert space and \( \{X(t) : t > 0\} \) is an OSS process with a scaling family \( \{A(t) : t > 0\} \) of positive operators, commuting with each other, and if \( PX(1)^{-1} \) is full, then the process is proper and \( \{A(t) : t > 0\} \) is a multiplicative group of operators.

**Proof.** By Lemma 3.4, \( G_1 \) contains only one positive operator, namely, \( I \). This implies \( A(1) = I \). For any \( t > 0 \) \( A(t) \) and \( A(t^{-1}) \) are commuting positive operators, hence \( A(t)A(t^{-1}) \) is positive. Since \( A(t)A(t^{-1}) \in G_1 \), one deduces \( A(t)A(t^{-1}) = I \). This proves that the scaling family of operators consists of invertible positive operators. By Remark 3.6 this fact implies that the process under consideration is proper. Finally, in order to establish the fact that the scaling family of operators is a multiplicative group, choose \( s, t > 0 \) arbitrary but fixed and observe that \( A(s), A(t), \) and \( A(st) \) are positive operators commuting with each other, for which reason \( A^{-1}(st)A(s)A(t) \) is a positive operator in \( G_1 \) hence \( A(st) = A(s)A(t) \). \( \square \)
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