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5.2 � Auditable events

The AuditableEvents compliance type in Fig. 16 relies 
on a cross-product of the relevant event fields described 
within its control hierarchy. Its dominant control, AU-
2.G.a from Fig. 12, restricts the type to organizationally 
selected auditable events as instantiated within the hier-
archy. All auditable events must contain at least the infor-
mation expressed in the tuple according to the governing 
documents. This compliance type is used as input (denoted 
by requiredBy) to Audit Record Generation, discussed in 
Sect. 5.4.

5.3 � AuditRecord

As with AuditableEvents, the set of AuditRecords, shown in 
Fig. 16, is constrained to have all of the same characteristics 
as the organizationally defined records type expressed in 
the dominant control that forms the compliance type. For all 
audit records, each record must consist of at least an event 
type, timestamp, location, source, component, outcome, and 
event user ID, but can also have additional content as speci-
fied by the organization.

5.4 � Audit Record Generation

The compliance rule for Audit Record Generation, shown in 
Fig. 16, is formed directly from the dominant control FAU_
GEN.1.1(c), as shown in Fig. 7. Essentially, for all compo-
nents, c, if a selected auditable event occurs, then a record 
is generated for that event and placed in the component’s 
audit log, i.e., c.auditLog. The relation creates denotes that 
the result of Audit Record Generation is an entity of compli-
ance type Audit Record. We assume that components must 
have an abstraction of the storage that houses their audit 
records. Otherwise, the component cannot be certified for 
any audit control.

5.5 � Audit trail compilation

Audit Trail Compilation, connected to AuditRecord in 
Fig. 16, expresses the constraint that audit records must be 
compiled into a standardized audit trail. The compliance 
rule makes explicit that any audit records collected by a 
component appear in an audit trail. The temporal property 
guarantees that all audit trails will eventually be complete 
with respect to the collected audit records. The compliance 
rule allows for the possibility of multiple audit trails, but 
one must be the “system-wide” or centralized audit trail, as 
required by NIST [2]. Additionally, the requiredBy relation 

ensures that records in the trail conform to the type defined 
in Audit Records.

5.6 � Non‑repudiation, audit access control, audit 
cryptography, and audit protection

A set of controls exist to safeguard audit records from 
unintentional or malicious activities. For example, 
the Audit Access Control compliance rule specifies the 
non-discretionary access control policy to be applied to 
all audit assets. The unauthorizedAccess activity is an 
attempted unauthorized access, modification, or deletion. 
NDAC(assets), as shown in the middle left of Fig. 16, 
denotes a labeled performs for applying a non-discretion-
ary access control process to the assets to protect them 
against these activities. This item is left unexpanded, since 
it relies on the Access Control (AC) family of controls 
and is thus outside the scope of the audit case study. If 
expanded, it would have a semantic hierarchy that bridges 
two dominant controls AU-9.E4 (in the audit family) and 
AC-3.E3 (in the access control family). Access control 
can proactively prevent all of the activities on assets given 
proper system usage. However, additional provisions must 
be in place to prevent malicious activities that circumnavi-
gate access control.

The compliance rule, Non-Repudiation (top of Fig. 16), 
prevents user attempts to deny having performed an activ-
ity, i.e., repudiation as described previously in Figs. 9 and 
11.

A third compliance rule Audit Cryptography (lower right 
of Fig. 16) defines the cryptographic mechanisms that can 
be used for securing information assets. All of the various 
labeled performs predicates in the prevents expression repre-
sent various cryptographic mechanisms that may be applied. 
These could be expanded into the full formal predicates they 
represent to facilitate at-a-glance compliance, but again are 
left unexpanded as they cross into other families outside of 
audit (such as SC in the SP800-53 and FCS in the CC-Part2). 
Each mechanism applies to a specific cryptographic area, 
e.g., AES for encryption, RSA for digital signatures, and 
SHA-1 for hashes.

Figure 10 expresses the dominant control AU-9.G and 
some of the controls it subsumes. This dominant control 
and three related compliance rules form the Audit Protec-
tion compliance rule. Audit Protection assures three pre-
vented activities: unauthorized access, modification, assets, 
or repudiation of assets. A single dominant control does 
not actually specify the prevention mechanisms. Instead, 
the three compliance rules, i.e., Audit Access Control, Non-
Repudiation, and Audit Cryptography, are needed to fully 
specify the mechanisms as indicated by the includedIn rela-
tion in Fig. 16.
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5.7 � Audit review

The Audit Review (top of Fig. 16) compliance rule dictates 
the process by which audit records are reviewed. Essentially, 
a non-null set of records chosen for review are examined by 
an organizationally specified reviewer and included in an 
organizational asset of type AuditReport. An AuditReport is 
a set of reviewed records with a common purpose. In addi-
tion to being included in the report, the audit records are also 
marked as being reviewed, which is important as we have 
shown with AU-10.G for non-repudiation. This relationship 
is denoted by the application of includedIn between Audit 
Review and Non-Repudiation.

5.8 � Audit record backup

Systems that require periodic, no less than weekly, backup 
must comply with the Audit Record Backup compliance rule. 
It provides a way to copy audit records from one compo-
nent to another. Though these can be any two components, 
NIST requires them to be on different systems or media. 
The compliance rule in Fig. 16 for backup denotes a source 
component, a destination component (i.e., dest), an event 
e defined as weeklybackup(AR) where e might be run by 
something like a cron job in an actual implemented system. 
The temporal predicate says that if there are a set of records 
AR in the source component and e occurs, then the records 
are copied using a copy function into the destination com-
ponent, i.e., dest.records.

5.9 � Audit failure response and failure mapping

Audit Failure Response and its associated Failure Mapping, 
shown in Fig. 16, provide the last assurance requirement 
with respect to auditing in the governing documents. Audit 
Failure Response applies to a generic audit failure event, 
e, and its associated audit failure action, action. The rule 
says that given that if a failure event e occurs in some com-
ponent, then the corresponding pre-defined action must be 
performed and e must be logged by the audit failure com-
ponent c.

The Failure Mapping is the compliance type that embod-
ies the organizationally and control defined (event, action) 
pairs specifically related to audit failure. It contains all of 
the constraints applied to orgAFM using the refines semantic 
relation, (as previously shown in Fig. 13). Similar to AE 
within the Auditable Event compliance type, AFMapping 
can be expanded to show these constraints. Some of the vari-
ous (event, action) pairs include (storage exceeded, warn-
ing), (traffic exceeded, reject additional traffic), and (audit 
system shutdown, real-time alert) and are consistent with the 
refinements to orgAFM shown in Fig. 13.

6 � Evaluation of extraction, formalization, 
and hierarchy creation process

A pilot study was conducted as a means of formative assess-
ment to get feedback regarding the applicability and consist-
ency of the compliance hierarchy formation process. After 
improving the extraction and modeling process, a second 
study summarily assessed the accuracy, efficacy, and pref-
erence of our approach. Both studies were conducted on 
participant pools of subject matter experts (SMEs) who had 
obtained, or were obtaining, CNSSI certificates. The meth-
odology and results of each study are discussed separately 
below.

6.1 � Pilot study methodology: formative evaluation 
and feedback

The first study posed three research questions for formative 
feedback and evaluation using SME groups:

RQ1 Is the governance patterning process understand-
able, consistent, and repeatable across different control 
families and groups of SMEs performing requirements 
extraction?
RQ2 Do SMEs consistently identify semantic relation-
ships that exist between controls?
RQ3 How often are extraneous relationships identified 
during the semantic relationship identification process?

To answer these questions, we recruited nine SMEs from 
academia and industry and divided them into three panels 
of three. Each panel was given two collections of security 
controls from the governing documents (i.e., NIST sp800-
53, Common Criteria, and DoDI 8500.2). The first collec-
tion consisted of 7 controls related to identification and 
authentication. The second collection varied between pan-
els. Panel 1 was given controls related to access control and 
authentication. Panel 2 was given controls related to user 
accounts. Panel 3 was given controls related to transmis-
sion protection. The specific controls and their documents 
of origin are given in Table 2. Overall 43 unique controls 
across the governance documents were given to the SME 
panels. Each panel was given four tasks to complete for each 
of their control collections: (1) determine each control’s pat-
tern, (2) identify the semantic relationships among the pro-
vided controls, (3) select one or more dominant controls for 
the collection, and (4) form a compliance hierarchy for the 
control collection.

Prior to SME data collection, we completed the four tasks 
for each of the collections—identifying a control pattern 
for each included control, semantic relationships between 
controls, and identifying a dominant control and hierarchy 
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for the collection. Using our task results as an experimental 
control for comparison against the SME panel results, we 
developed four evaluation criteria E1–E4 as stated below. 
Henceforth, note the difference between use of the term 
control and experimental control; the former is a security 
control while the latter is a control case in the sense of 
experimental testing discussed in this section. Criteria E1 
and E4 both address RQ1, while E2 addresses RQ2 and E3 
addresses RQ3.

E1 Number of control patterns selected by the panels that 
match the control patterns in the experimental control, 
where “match” is defined as the selection of the same 
pattern level, type, and input.
E2 Number of semantic relationships selected by the pan-
els that match the semantic relationships in the experi-
mental control, where “match” is defined as the selection 
of the same relation type, two controls, and directionality.
E3 What extraneous relationships exist (if any) and what 
relationships are missing (if any) from each panel’s hier-
archy as compared to the experimental control’s hierar-
chy?
E4 Inter-rater reliability and internal consistency of pat-
tern identification and hierarchy structure across panels 
for the shared control collection.

6.2 � Pilot study results: formative evaluation 
and feedback

Across all SME panels, 43 unique controls were examined; 
of those 7 were examined by all three panels, resulting in 57 
patterns (36 + 21). Of the 57 identified patterns, our experi-
mental control identified 22 as performs, 30 as imposes, and 
5 as protects. For evaluation criteria E1, we compared our 
expectation in the control to our observations across the pan-
els. We found that 79% (45 of 57) of panel selected control 
patterns matched expectations—with SMEs identifying the 
same pattern type, level, and inputs as in our experimental 
control. All of the errors (12 of 57) involved SME panels 
erroneously identifying an imposes pattern as performs. This 
result led us to believe that there was a systemic ambiguity in 
the pattern selection process that made it difficult to distin-
guish between performs and imposes. Examining the misi-
dentified controls further, we found that they all used active 
verbs, such as “produces” as in NIST SC-12(2) which states:

The organization produces, controls, and distributes 
symmetric cryptographic keys using [Selection: NIST 
FIPS-compliant; NSA approved] key management 
technology and processes.

Although this control statement is imposing the use of 
a certain cryptographic key management process, panels 
interpreted the statement as a need for a particular system 

functionality to be performed (which was actually covered 
by the parent control, SC-12).

To address this issue and to make the application of 
imposes versus performs unambiguous, additional syn-
tax and applicability conditions were introduced into the 
imposes and performs patterns (as reflected in their ear-
lier definitions in Sects. 3.1 and 3.2). The change mainly 
focused on the use of the level as a distinguishing charac-
teristic. Specifically, performs was adjusted to only apply 
to the Info Sys or Comp levels, whereas imposes specifi-
cally only applies at the Org level. In post-experiment dis-
cussions with the panelists, this cleared up the ambiguity.

For evaluation criteria E2, our experimental control 
expected there to be 68 semantic relations across the pan-
els—or 10 subsumedBy, 31 refines, 10 usedBy, 7 struc-
tures, and 10 forms. By contrast, the SME panels collec-
tively identified 72 semantic relations, which decomposed 
to 13 subsumedBy, 24 refines, 16 usedBy, 7 structures, 
and 12 forms. Comparing each of the SME identified 72 
relations to our expected results, we observed 63 exact 
matches, i.e., the SME panel picked the same relation type, 
controls, and directionality as expected in the experimental 
control. This result translated to 92% (63 of 68) for evalu-
ation criteria E2, meaning 5 relations were omitted. Look-
ing closer at the omitted relations, 3 were structures and 2 
were subsumedBy. This observation meant that the other 
9 of the original 72 relations were extraneous. Five of 
the 9 extraneous relations were usedBy, suggesting a need 
to better clarify its semantics. Other extraneous relations 
included two instances of subsumedBy, and two structures. 
The results of analyzing the semantic relations led us to 
introduce additional text in each semantic relation section 
to clarify its formal usage. In addition, Table 1 was created 
to provide guidelines for the application of each relation 
type. Based on anecdotal post-study discussions with our 
SMEs, these changes reduced ambiguity and improved the 
accuracy and consistency of relationship identification.

Using the identification and authentication collection 
of 7 controls, which all panels examined, we calculated 
inter-rater reliability (evaluation criteria E4) and found 
it to be 71.4% across their application of the patterns and 
development of their hierarchies. According to the Lan-
dis and Koch-Kappa Most of the variances observed were 
in relation to the assignment of semantic relationships. 
The differences did not obstruct the creation of the hier-
archies or formation of verification constructs. Overall, 
the strongly positive pilot study results across E1 through 
E4, the feedback received from the participants, and the 
improvements made based on those discussions, suggested 
that the hierarchical modeling process can be consistently 
and reliably applied to produce the security profiles for use 
during verification.
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6.3 � Second study methodology: summative 
assessment and evaluation

The larger study sought to replicate the pilot study results, 
as well as answer three additional research questions, stated 
below.

RQ4 How accurately do semantic hierarchies represent 
the underlying control requirements and are practitioners 
affected by confirmation bias when examining modeled 
control hierarchies?
RQ5 Is the semantic compliance modeling process under-
standable and easy to use by certification experts?
RQ6 Is the semantic compliance modeling process 
preferable to less formal approaches, such as DIACAP, 
among practitioners?

To address these questions, the study included three tasks 
as described below. All tasks were completed by five secu-
rity experts with compliance and certification backgrounds 
from industry that were familiar with the governance docu-
ments and who had obtained CNSSI certificates. Prior to 
the first task each subject matter expert was briefed on the 
extraction process and shown several examples of how the 
process is applied.

6.3.1 � Task 1: Assessing modeling accuracy 
and confirmation bias

Task 1 addresses RQ4 and focuses on identifying how accu-
rately the model captures security requirements from the 
underlying controls and measures the amount of confirma-
tion bias SMEs may have when asked to evaluate pre-exist-
ing models for accuracy. Three specific evaluation criteria 
are defined for Task 1.

E5 The degree to which patterns accurately represent 
control requirements, from 1 (low) to 10 (high).
E6 The degree to which semantic relations accurately 
capture connections between controls, from 1 (low) to 
10 (high).
E7 What degree of confirmation bias is inherent in the 
assessment of E5 and E6?

To assess these criteria, each SME was presented with 
several collections of security controls that had been pre-
patterned following the semantic modeling process. They 
were asked to read through each of the controls (raw text 
from a regulatory document) and the pattern selected for the 
control and then rate each identified pattern on a scale from 
1 (poorly captures control requirements) to 10 (accurately 
captures requirements). The subjects were then presented 
with a fully modeled semantic hierarchy of the controls 

and asked to rate (on a scale from 1 to 10) how well they 
believed the semantic relation captured connections between 
the controls, based on the formal definitions of each relation 
and their understanding of how the compliance requirements 
were related. Lastly, each SME was asked whether or not 
they agreed with the selection of the dominant control for 
each hierarchy. To assess confirmation bias, an inaccurate 
hierarchy based on a grouping of controls with incorrect 
relations between them, was formed and given to the sub-
jects without their knowledge. The expectation was that 
SMEs would rate the accuracy of the incorrect hierarchies 
poorly, while rating the correct hierarchies highly. After the 
ratings were complete, we went over the findings with each 
subject and cleared any misconceptions to prepare them for 
the next evaluation task. A sample portion of the form used 
for assessment of Task 1 is provided in Fig. 17.

6.3.2 � Task 2: Control pattern identification and inter‑rater 
reliability replication

Task 2 sought to replicate the inter-rater reliability data from 
the pilot study, adding support for criteria E4. In Task 2, the 
SMEs were presented with all four collections of controls 
that the other SMEs in the pilot study had received, i.e., 
the 43 controls identified in Table 2. SMEs were shown the 
control text for each control (as it appears in the regula-
tory document it originated from) and then asked to select 
the most appropriate pattern that fit it. A sample portion of 
the assessment form for Task 2 is provided in Fig. 18. The 
expectation was that SMEs would show a similar or better 
inter-rater reliability as observed in the pilot study.

6.3.3 � Task 3: survey questions for ease of use 
and preference measurement

Task 3 sought to answer RQ5 and RQ6 through qualitative 
survey feedback regarding the ease of use and preference for 
the semantic modeling process over other approaches. Three 
evaluation criteria are defined below.

E8 How intuitive are control patterns for extracting 
requirements in governing documents?
E9 How intuitive are the semantic relations for connect-
ing controls together?
E10 Is the compliance modeling process preferable to 
informal certification approaches?

To address these criteria, Task 3 posed a number of 
survey questions to our SMEs. Where applicable a scale 
of 1 (bad) to 10 (good) was used. The following questions 
Q1–Q7 were included in the survey. A portion of the Task 
3 study form is shown in Fig. 19.
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Q1 How intuitive are the control patterns for extracting 
requirements in the governing documents?
Q2 How intuitive are the semantic relations for con-
necting controls together?
Q3 What about the extraction process is most difficult?
Q4 The patterns span all possible types of controls (i.e., 
ones not shown here).
Q5 (optional) If you disagreed, what types of patterns 
do you think are missing?
Q6 Extracted controls in a compliance hierarchy (the 
patterns and diagrams in task 1) are easier to understand 
than lists of un-extracted controls.
Q7 As a security engineer working to model the secu-
rity compliance of a system, I would rather use this 
process than a checklist like the DIACAP. 

6.4 � Study two results: summative assessment 
and evaluation

The following sections examine the expert responses to 
the study in the context of each task and set of evaluation 
criteria.

Fig. 17   Sample portion of the assessment form for Task 1

Fig. 18   Sample portion of the assessment for Task 2
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6.4.1 � Assessing E5–E7 with task 1 results

In Task 1, the experts individually examined 61 security 
controls across control hierarchies in the overall compli-
ance model, with their associated patterned statements, as 
expressed in “Appendix”. Across all of the control hierar-
chies, the experts agreed with the dominant control selec-
tion 91% of the time (64 out of 70 individual assessments). 
Across all pattern types, the average accuracy rating of the 
control patterns was 9.34 (out of a possible 10) for the 305 
individual pattern accuracy ratings. This suggests, for E5, 
that the model accurately represented the underlying secu-
rity requirements. By pattern type, the average accuracy was 
9.00 (for protects with 25 individual accuracy assessments), 
9.34 (for performs with 100 assessments), and 9.39 (for 
imposes with 180 assessments) as determined by the experts.

Similarly, the experts assessed 68 semantic relations 
across all several hierarchies. The overall accuracy of all 
relation types was 9.26 across 340 individual relation accu-
racy ratings. By relation type, this decomposed to 9.51 (for 
forms 65 assessments), 8.90 (for structures 20 assessments), 
9.50 (for refines 90 assessments), 9.10 (for subsumedBy 150 
assessments), and 9.30 (for usedBy 20 assessments). This 
strongly suggests that experts agree with that the relation-
ships could capture connections between security controls.

With these results in mind, our observations regarding 
criteria E7, i.e., how prevalent was confirmation bias among 
the experts, was surprising. We found that their assessments 
of the incorrect hierarchy, both in terms pattern accuracy and 
relationship accuracy were much higher than expected (in 

the 7 s for patterns and 6 s for the semantic relations). While 
their overall accuracy ratings were lower than the real hier-
archies, the relatively high accuracy values provided show a 
strong confirmation bias. In other words, the security experts 
seemed to be inclined to believe whatever was put in front 
of them, if it was fully developed into a hierarchy. The spe-
cific incorrect hierarchy that duped the experts is shown in 
Fig. 20. This result means that the assessment results for E5 
and E6 are less credible and require additional validation. 
Thankfully, the results of Task 2 and its replication of E5, 
discussed in the next section, shed further light on E5 and 
E6 by assessing the internal consistency of experts select-
ing patterns when they are not provided preformed patterns.

6.4.2 � Replicating internal consistency criteria E4 with Task 
2 Results

The Task 2 findings alleviated some of the concerning 
results of E7. Across the 5 experts, we found an overall 
internal consistency, i.e., experts picked the same control 
pattern, 67% of the time (with 215 individual assessments 
across 43 unique controls). This result decomposed to 71% 
internal consistency with selecting performs patterns (102 
agreements), 75% internal consistency when selecting pro-
tects patterns (34 agreements), and 64% internal consistency 
with imposes patterns (76 agreements). Evaluating their 
selections in the same context as E5 from the pilot study, 
we found that they picked the same control pattern type as 
the SMEs in the pilot study 64% of the time.

The raw data used to tabulate these results are presented 
in Table 3. All performs patterns are color-coded with blue, 
protects are shown in gold, imposes are shown in red, and 
no match is plain white. A control reference, including the 
name and location of the control text, is provided on the left 
side of Table 3. The right hand side of the table shows the 
highest degree of consistency across the different types. For 
instance, the highest consistency of the first row is 4, since 
4 of the 5 experts selected performs.

Overall these results bolster the results of E5 and E6 sug-
gesting that non-collaborating security experts select the 

Fig. 19   Sample portion of the assessment for Task 3

Fig. 20   Incorrect hierarchy with incorrect patterns and relationships
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same pattern about two-thirds of the time. In a real organiza-
tion, security experts would likely collaborate to ensure that 
everyone is on the same page and understands the informa-
tion consistently. To that degree, one of the experts that took 
part in the study, stated in the optional comment section, that 
they believed iterative refinement to be absolutely essen-
tial to the compliance assessment process, in this model, 
or any other. This anecdote when combined with the blind 

two-thirds internal consistency, and the inter-rater reliabil-
ity measured in the pilot study indicates that the process is 
relatively unambiguous and repeatable.

Another factor not discussed up to this point is the inher-
ent ambiguity present in the security controls themselves. 
For instance, from Table 3, one can see that controls relating 
to well understood topics like access control (the AC family) 
were much better understood than controls relating to system 

Table 3   Raw pattern assessment data for Task 2

Control (referrence) Expert 1 Expert 2 Expert 3 Expert 4 Expert 5 Highest 
Consistency

AC-3 (sp-800-53-rev4, page 163) Performs Performs Performs Performs Protects 4
AC-3(2) (sp-800-53-rev4, page 163) Performs Performs Performs Performs Performs 5
AC-3(5) (sp-800-53-rev4, page 165) Performs Performs Performs Performs Performs 5
AC-3(7) (sp-800-53-rev4, page 165) Performs Protects Performs Performs Imposes 3

AC-6 (sp-800-53-rev4, page 171) Imposes Imposes Imposes Imposes Performs 4
AC-6(2) (sp-800-53-rev4, page 172) Imposes Imposes Imposes Imposes Imposes 5
AC-14.a (sp-800-53-rev4, page 178) Imposes Imposes Imposes Imposes no match 4
FDP_ACC.2.1  (CC-Part2, page 57) Performs Imposes Performs Performs Imposes 3
FDP_ACF.1.1  (CC-Part2, page 59) Performs Imposes Performs Performs Imposes 3
FIA_UID.1.1  (CC-Part2, page 99) Performs Imposes Performs Performs no match 3

APS0110: CAT II (app-stig, page 26) Performs Imposes Imposes Imposes Protects 3
AC-2.d (sp-800-53-rev4, page 160) Imposes Imposes Imposes Imposes Performs 4
AC-2(1) (sp-800-53-rev4, page 161) Imposes Imposes Imposes Performs Performs 3
AC-2(8) (sp-800-53-rev4, page 162) Performs no match Performs Performs Performs 4
AC-2(2) (sp-800-53-rev4, page 162) Performs Protects Performs Performs Imposes 3
AC-2(3) (sp-800-53-rev4, page 162) Performs Protects Performs Performs Imposes 3
AC-2(5) (sp-800-53-rev4, page 162) Imposes Protects Imposes Imposes Imposes 4
AC-2(9) (sp-800-53-rev4, page 163) Imposes Performs Imposes Imposes Imposes 4
AC-2(10) (sp-800-53-rev4, page 163) Performs Protects Performs Performs Performs 4
APS0510: CAT II (app-stig page 21) Performs Performs Imposes Imposes Imposes 3

N/A CAT II (app-stig page 27) Performs Performs Imposes Imposes Imposes 3
N/A CAT II (app-stig page 27) Performs Performs Imposes Imposes Imposes 3
N/A CAT II (app-stig page 27) Performs Performs Imposes Imposes Imposes 3
N/A CAT II (app-stig page 27) Performs Performs Imposes Imposes Imposes 3

IA-2 (sp-800-53-rev4, page 243) Performs Protects Performs Performs Performs 4
IA-2(1) (sp-800-53-rev4, page 244) Performs Protects Performs Performs Protects 3

IA-3 (sp-800-53-rev4, page 246) Performs Protects Performs Performs Performs 4
IA-3(1) (sp-800-53-rev4, page 246) Performs Protects Performs Performs Performs 4
FIA_AFL.1.2 (CC-Part2, page 89) Performs Performs Performs Performs Imposes 4
FIA_UAU.2.1 (CC-Part2, page 96) Performs Performs Performs Imposes Imposes 3

FTA_MCS.1.1 (CC-Part2, page 164) Performs Imposes Performs Imposes Imposes 3
SC-8 (sp-800-53-rev4, page 346) Protects Protects Protects Performs Protects 4

SC-8(1) (sp-800-53-rev4, page 346) Protects Protects Performs Performs Protects 3
SC-12 (sp-800-53-rev4, page 348) Protects Protects Performs Performs Imposes 2

SC-12(2) (sp-800-53-rev4, page 348) Imposes Protects Imposes Performs Performs 2
SC-17 (sp-800-53-rev4, page 351) Imposes Protects Imposes Performs Performs 2
FCS_CKM.1.1 (CC-Part2, page 50) Protects Imposes Performs Performs Imposes 2
FCS_CKM.2.1 (CC-Part2, page 50) Protects Imposes Performs Performs Imposes 2
FPT_ITT.1.1 (CC-Part2, page 136) Protects Protects Protects Performs Protects 4
FPT_ITC.1.1 (CC-Part2, page 132) Protects Protects Protects Performs Protects 4
FPT_ITI.1.1 (CC-Part2, page 134) Performs Imposes Performs Imposes Imposes 3
N/A: CAT II (app-stig, page 26) Performs Imposes Performs Imposes Protects 2

APS0350: CAT I (app-stig, page 27) Performs Imposes Performs Imposes Performs 3
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and communication protections (SC family in the NIST) and 
protection of the TSF (FPT in the CC). This could mean that 
there are inherent ambiguities in the underlying documents 
that make the patterning process more difficult in the same 
way they would make compliance assessment in another pro-
cess more difficult. In other words, ambiguity in, ambiguity 
out.

6.4.3 � Assessing E8–E10 with Task 3 results

Task 3 sought to obtain a sense of how the experts felt about 
the overall process in the context of other competing compli-
ance assessment processes, like DIACAP, for instance. To 
this degree, the experts were asked a series of general ques-
tions as discussed in Sect. 6.3.3. For Q1, i.e., “How intuitive 
are the control patterns for extracting requirements in the 
governing documents?”, the experts provided an average rat-
ing of 8.8 indicating intuitive to very intuitive. Q2, i.e., the 
same question, but about the semantic relations, received a 
slightly lower average rating of 8.2.

One of the experts, in the comments, specifically had 
trouble distinguishing between structures and refines. This 
led to additional feedback in the descriptions in Table 1 to 
better explain the guidelines for each. For Q3, i.e., what 
about the process is most difficult, the majority of experts 
selected the “determining which fields the control includes” 
option. This led us to review and adjust the language for 
pattern application to better express their parameters. Col-
lectively, Q1–Q5 indicated that the patterns and relation-
ships are intuitive for security experts, addressing E8 and 
E9 favorably.

Lastly, and perhaps most importantly, the study sought to 
determine if the security experts would prefer the compli-
ance modeling process to other less formal approaches like 
DIACAP. Anecdotally, in the comments sections, several of 
the experts expressed their interest in the ability of the model 
to capture and represent requirements succinctly. One expert 
pointed to the fact that the model would only actually need 
to be developed once, and then, it could be re-used later by 
any other organization.

Looking at the more numerical assessments, there were 
strong results toward E10 indicating that the model would 
be preferable over informal methods. Q6, asking the experts 
whether or not the compliance hierarchies are easier to 
understand than groups of unrelated controls, received an 
average rating of 9 across the experts indicating that they 
strongly agree. In the comments, two of the experts pointed 
to the graphical layout as providing an idea of structure that 
was not provided by DIACAP or other similar approaches. 
Similarly, Q7, which directly asked the experts if they 
would rather use the compliance hierarchy process over 
the DIACAP, received an average rating of 8.6 indicating a 
strong degree of agreement. Overall, the results of Tasks 1, 

2, and 3 suggest that the requirement extraction process is 
consistent and repeatable and that the resulting compliance 
model semantic hierarchy is desirable to industry security 
analysts.

7 � Discussion and conclusion

The work presented in this paper describes a process that 
includes reusable patterns, model templates, and semantic 
relations to allow new or updated controls to be patterned, 
formalized, and related to other controls in a new, existing, 
or emerging control hierarchy. The design of a compliance 
model provides clarity to the certification process and facili-
tates its application to information systems by exploiting 
the connectivity not only between security controls within a 
single document, but also across governing documents. The 
end result of the application of the compliance model is a set 
of predicates that solidify compliance interpretations so that 
they can be used directly and extended or refined by other 
entities that rely on the governing security documents, such 
as FedRamp [74] and CSA [75] for cloud computing. By 
establishing a compliance modeling process, our model can 
be expanded to cover additional security areas of concern.

This paper also followed a running audit-related case 
study that derived and specified all audit-related predicates 
in the set of examined governing documents (NIST SP800-
53, etc.). The predicates specified here are thus reusable 
across environments, systems, and organizations utilizing 
those documents. Instantiating the overall compliance model 
given an organization and their information systems pro-
vides a structured certification baseline that can be used to 
formulate test cases, direct mitigation strategies, or specify 
the organization’s desired verification constructs. Once a 
document is extracted, and the resulting semantic hierar-
chy-based compliance model is verified, it can be re-used 
until the underlying security control texts are changed or 
extended—at which point the model can be updated. This 
approach provides a stable, reusable, graphic, and formaliz-
able certification baseline that can be used in conjunction 
with formal or informal accreditation processes for improved 
certification against control standards.

As NIST has now separated out the original privacy con-
trols from the general families and created a new, dedicated 
segment of the SP800-53r4 to only privacy related con-
trols, application of this research to those privacy controls 
is part of future effort. Another future effort is to examine 
the impact that constructed overlays have in clarifying cer-
tification needs by applying the controls within a specific 
domain. It is possible that the overlays that form the control 
sets could be “overlaid” onto the set of predicates to clarify 
how predicates can be directly instantiated.
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Appendix A: Study: control patterns for all 
audit‑related controls in the NIST SP 800‑53, 
DoDI8500.2, ISO 15408‑2, and related 
documents

Group: auditable events

AU-2.G.a: The organization determines, based on a risk 
assessment and mission/business needs, that the information 
system must be capable of auditing the following events: 
[Assignment: organization-defined list of auditable events].

Pattern:

Org imposes a set of auditable events on information 
systems

FAU_SEL.1.1: The TSF shall be able to select the set of 
audited events from the set of all auditable events based on 
the following attributes: a) [selection: object identity, user 
identity, subject identity, host identity, event type] b) [assign-
ment: list of additional attributes that audit selectivity is 
based upon].

Pattern:

Org imposes audit parameters (object_id, user_id, sub-
ject_id, host_id, event_type, and additional_content) 
on auditable events

FAU_GEN.1.1(b): The TSF shall be able to generate 
an audit record of all auditable events for the [selection, 
choose one of: minimum, basic, detailed, not specified] level 
of audit.

Pattern:

Org imposes audit levels as parameters (minimum, 
basic, detailed, not specified) on auditable events

APP3620: The Designer will ensure the application does 
not disclose unnecessary information to users.

Pattern:

Org imposes a secrecy level on system information

AU-2.E4: The organization includes execution of privi-
leged functions in the list of events to be audited by the 
information system.

Pattern:

Org imposes execution of privileged functions as a 
selected auditable event

APP3660: The Designer will ensure the application has 
a capability to notify the user on login of date and time of 
the user’s last unsuccessful logon, IP address of the user’s 
last unsuccessful logon, date and time of the user’s last suc-
cessful logon, IP address of the user’s last successful logon, 
and number of unsuccessful logon attempts since the last 
successful logon.

Pattern:

Org imposes use of login function as a selected audit-
able event with parameters (timestamp and IP address 
of last unsuccessful logon, timestamp and IP of last 
successful logon, number of unsuccessful logon 
attempts since last successful logon)

APP3680.1: The Designer will ensure the applica-
tion design includes audits on all access to need-to-know 
information.

Pattern:

Org imposes access control reads and writes as 
selected auditable events

APP3680.2: The Designer will ensure the application 
logs all failed access attempts to need-to-know information.

Pattern:

Org imposes access control read-fails and write-fails 
as selected auditable events

APP3670: The Designer will ensure the application has 
a capability to display the user’s time and date of the last 
change in data content.

Pattern:

Org imposes data modification or deletion as selected 
auditable events

APP3680.6: The Designer will ensure the application 
creates an audit trail for addition, deletion, or change of the 
confidentiality or integrity labels as designated by the infor-
mation owner.

Pattern:

Org imposes confidentiality and integrity label modi-
fication as selected auditable events

FAU_GEN.1.1(a): The TSF shall be able to generate an 
audit record of start-up and shutdown of the audit functions.

Pattern:

Org imposes data modification or deletion as selected 
auditable events

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/


	 Requirements Engineering

1 3

Group: audit record

AU-3.G: The information system produces audit records that 
contain sufficient information to, at a minimum, establish 
what type of event occurred, when (date and time) the event 
occurred, where the event occurred, the source of the event, 
the outcome (success or failure) of the event, and the identity 
of any user/subject associated with the event.

Pattern:

Org imposes content parameters (type, timestamp, 
location, source, outcome, UID) on audit records

AU-3.E1: The information system includes [Assignment: 
organization-defined additional, more detailed information] 
in the audit records for audit events identified by type, loca-
tion, or subject.

Pattern:

Org imposes additional content on audit records

FAU_GEN.1.2: The TSF shall record within each audit 
record at least the following information: a) Date and time 
of the event, type of event, subject identity (if applicable), 
and the outcome (success or failure) of the event; and b) For 
each audit event type, based on the auditable event defini-
tions of the functional components included in the PP/ST, 
[assignment: other audit relevant information].

Pattern:

Org imposes content parameters (timestamp, location, 
source, outcome, UID) on audit records

ECAR-1: Audit records for MAC-1 include: user ID, date 
and time of the event, and the type of event.

Pattern:

Org imposes content parameters (type, timestamp, 
UID) on audit records

ECAR-2: Audit records for MAC-2 include: user ID, date 
and time of the event, type of event, success or failure of 
event, [and information needed to record defined auditable 
events—i.e. source].

Pattern:

Org imposes content parameters (type, timestamp, out-
come, UID, source) on audit records

ECAR-3: Audit records for MAC-3 events include: user 
ID, date and time of the event, type of event, success or 
failure of event [and information needed to record defined 
auditable events—i.e. source].

Pattern:

Org imposes content parameters (type, timestamp, out-
come, UID, source) on audit records

APP3680.3: The Designer will ensure the application’s 
publicly releasable data audit records include: user ID, date 
and time of the event, and the type of event.

Pattern:

Org imposes content parameters (type, timestamp, 
UID) on audit records

APP3680.4: The Designer will ensure the application’s 
sensitive data audit records include: user ID, date and time 
of the event, type of event, and the success or failure of 
event [and information needed to record defined auditable 
events—i.e. source].

Pattern:

Org imposes content parameters (type, timestamp, out-
come, UID, source) on audit records

APP3680.5: The Designer will ensure the application’s 
classified data audit records include: user ID, date and time 
of the event, type of event, success or failure of event [and 
information needed to record defined auditable events—i.e. 
source].

Pattern:

Org imposes content parameters (type, timestamp, out-
come, UID, source) on audit records

Group: audit record generation

AU-12.G.a: The information system provides audit record 
generation capability for the list of auditable events defined 
in AU-2 at [Assignment: organization-defined information 
system components].

Pattern:

InfoSys performs audit record generation given an 
auditable event occurs and parameters (set of declared 
auditable events and components (imposed by Org)) 
that results in audit record creation

AU-12.G.c: The information system generates audit 
records for the list of audited events defined in AU-2 with 
the content as defined in AU-3.

Pattern:

InfoSys performs audit record generation given an 
auditable event occurs and parameters (set of declared 
auditable events and components (imposed by Org)) 
that results in audit record creation

APP3640: The Designer will ensure the application sup-
ports the creation of transaction logs for access and changes 
to the data.

Pattern:

InfoSys performs audit record generation given an 
auditable event occurs and parameters (set of declared 
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auditable events and components (imposed by Org)) 
that results in audit record creation

FAU_GEN.1.1(c): The TSF shall be able to generate an 
audit record of the following auditable events [assignment: 
other specifically defined auditable events].

Pattern:

InfoSys performs audit record generation given an 
auditable event occurs and parameters (set of declared 
auditable events and components (imposed by Org)) 
that results in audit record creation

Group: audit trail compilation

AU-3.E2: The organization centrally manages the content 
of audit records generated by [Assignment: organization-
defined information system components].

Pattern:

Org imposes centrally managed content on select com-
ponents

AU-12.E1: The information system compiles audit 
records from [Assignment: organization-defined information 
system components] into a system-wide (logical or physi-
cal) audit trail that is time correlated to within [Assignment: 
organization-defined level of tolerance for relationship 
between time stamps of individual records in the audit trail].

Pattern:

InfoSys performs audit record compilation given com-
ponent audit record generation and parameter (list of 
components selected to be part of the trail) that results 
in production of a time correlated, system-wide audit 
trail

AU-12.E2: The information system produces a system-
wide (logical or physical) audit trail composed of audit 
records in a standardized format.

Pattern:

InfoSys performs audit record conversion given un-
standardized audit records and parameters (list of com-
ponents selected to be part of the audit trail, standard 
format) that results in audit records being in a standard 
format

Group: non‑repudiation

AU-10.G: The information system protects against an indi-
vidual falsely denying having performed a particular action.

Pertinent Supplemental Guidance Non-repudiation 
services are obtained by employing various techniques 

or mechanisms (e.g., digital signatures, digital message 
receipts).

Pattern:

InfoSys protects user action logs using digital signa-
ture mechanisms (imposed by org) to prevent repudia-
tion

AU-10.E1: The information system associates the identity 
of the information producer with the information.

Pattern:

InfoSys performs identity (UID) binding given audit 
record generation and parameters (audit record, user, 
binding mechanism) that results in a signed UID in 
the audit record

AU-10.E2: The information system validates the 
binding of the information producer’s identity to the 
information.

Pertinent Supplemental Guidance This control enhance-
ment is intended to mitigate the risk that information is 
modified between production and review. The validation 
of bindings can be achieved, for example, by the use of 
cryptographic checksums.

Pattern:

InfoSys performs binding validation given audit 
record review and parameter (validation mechanism) 
that results in UID validation

AU-10.E3: The information system maintains reviewer/
releaser identity and credentials within the established 
chain of custody for all information reviewed or released.

Pertinent Supplemental Guidance If the reviewer is a 
human or if the review function is automated but separate 
from the release/transfer function, the information system 
associates the identity of the reviewer of the information to 
be released with the information and the information label.

Pattern:

InfoSys performs reviewer identity binding given 
audit record review and parameters (audit record, 
user, binding mechanism) that results in signed 
reviewer UID in the audit record

AU-10.E4: The information system validates the bind-
ing of the reviewer’s identity to the information at the 
transfer/release point prior to release/transfer from one 
security domain to another security domain.

Pattern:

InfoSys performs binding validation given audit 
record transfer and parameter (audit record, valida-
tion mechanism) that results in UID validation

FAU_GEN.2.1 For audit events resulting from actions 
of identified users, the TSF shall be able to associate each 
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auditable event with the identity of the user that caused 
the event.

Pattern:

InfoSys performs identity (UID) binding given audit 
record generation and parameters (audit record, user, 
binding mechanism) that results in a signed UID in 
the audit record

Group: audit failure system

AU-5.G.a: The information system alerts designated organi-
zational officials in the event of an audit processing failure.

Pattern:

Org performs a set of audit failure actions related to 
audit failure events

AU-5.G.b: The information system takes the following 
additional actions (in the event of an audit processing fail-
ure): [Assignment: organization-defined actions to be taken 
(e.g., shut down information system, overwrite oldest audit 
records, stop generating audit records)].

Pattern:

Org imposes additional actions related to audit failure 
events

AU-5.E1: The information system provides a warning 
when allocated audit record storage volume reaches [Assign-
ment: organization-defined percentage] of maximum audit 
record storage capacity.

Pattern:

Org imposes the percentage of audit record storage 
capacity which, when reached, causes a “warning 
action”

AU-5.E2: The information system provides a real-time 
alert when the following audit failure events occur: [Assign-
ment: organization-defined audit failure events requiring 
real-time alerts].

Pattern:

Org imposes select failure events which cause real-
time alert actions

AU-5.E3: The information system enforces configurable 
traffic volume thresholds representing auditing capacity for 
network traffic and [Selection: rejects or delays] network 
traffic above those thresholds.

Pattern:

Org imposes configurable traffic volume thresholds 
for auditing capacity of network traffic which, when 
reached, causes a reject or delay action

AU-5.E4: The information system invokes a system shut-
down in the event of an audit failure, unless an alternative 
audit capability exists.

Pattern:

Org imposes a system shutdown action for audit failure 
events without alternative audit capability

FAU_STG.3.1: The TSF shall [assignment: actions to be 
taken in case of possible audit storage failure] if the audit 
trail exceeds [assignment: pre-defined limit].

Pattern:

Org imposes selected actions to be applied when the 
audit trail exceeds a pre-defined limit

FAU_STG.4.1: The TSF shall [selection, choose one of: 
“ignore audited events”, “prevent audited events, except 
those taken by the authorised user with special rights”, 
“overwrite the oldest stored audit records”] and [assign-
ment: other actions to be taken in case of audit storage fail-
ure] if the audit trail is full.

Pattern:

Org imposes ignore, prevent and overwrite actions to 
be applied when the audit trail is full

APP3650: The Designer will ensure the application has 
a capability to notify an administrator when audit logs are 
nearing capacity as specified in the system documentation.

Pattern:

Org imposes the percentage of audit record storage 
capacity which, when reached, causes a “warning 
action”

Group: audit protection

AU-9.G: The information system protects audit information 
and audit tools from unauthorized access, modification, and 
deletion.

Pertinent Supplemental Guidance Audit information 
includes all information (e.g., audit records, audit settings, 
and audit reports) needed to successfully audit information 
system activity.

Pattern:

InfoSys protects audit records, the audit trail, auditable 
event definitions, and audit review tools using {} to 
prevent unauthorized access, modification or deletion

APP3690.4: The IAO will ensure the audit trail is pro-
tected against modification or deletion except by application 
administrators and auditors.

Pattern:

InfoSys protects the audit trail using {} to prevent 
modification or deletion
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APP3690.2: The Designer will ensure the audit trail is 
protected against modification or deletion except by applica-
tion administrators and auditors.

Pattern:

InfoSys protects the audit trail using {} to prevent 
modification or deletion

ECTP-1: The contents of audit trails are protected against 
unauthorized access, modification or deletion.

Pattern:

InfoSys protects the audit trail using {} to prevent 
unauthorized access, modification, or deletion

FAU_SAR.2.1: The TSF shall prohibit all users read 
access to the audit records, except those users that have been 
granted explicit read-access.

Pattern:

InfoSys protects audit records using {} to prevent 
unauthorized access

FAU_STG.1.1: The TSF shall protect the stored audit 
records in the audit trail from unauthorized deletion.

Pattern:

InfoSys protects the audit trail using {} to prevent 
unauthorized deletion

FAU_STG.1.2: The TSF shall be able to [selection, 
choose one of: prevent, detect] unauthorized modifications 
to the stored audit records in the audit trail.

Pattern:

InfoSys protects the audit trail using {} to prevent 
unauthorized modification

FAU_STG.2.1 The TSF shall protect the stored audit 
records in the audit trail from unauthorized deletion.

Pattern:

InfoSys protects the audit trail using {} to prevent 
unauthorized deletion

FAU_STG.2.2 The TSF shall be able to [selection, choose 
one of: prevent, detect] unauthorized modifications to the 
stored audit records in the audit trail.

Pattern:

InfoSys protects the audit trail using {} to prevent 
unauthorized modification

Group: audit access control

AC-3.E3: The information system enforces [Assignment: 
organization-defined nondiscretionary access control poli-
cies] over [Assignment: organization-defined set of users and 
resources] where the policy rule set for each policy specifies: 

(a) Access control information (i.e., attributes) employed 
by the policy rule set (e.g., position, nationality, age, pro-
ject, time of day); and (b) Required relationships among the 
access control information to permit access.

Pattern:

InfoSys performs access control enforcement given 
user access to assets or functions and org-defined 
access control policy parameters (position, national-
ity, age, project, time of day, relationships between 
information) that results in acceptance or rejectance 
of user access

AU-9.E4: The organization: a) authorizes access to man-
agement of audit functionality to only a limited subset of 
privileged users; and b) protects the audit records of non-
local accesses to privileged accounts and the execution of 
privileged functions.

Pattern:

Org imposes an access control list that specifies users 
authorized to access audit parameters (records, trail, 
tools).

FAU_SAR.1.1: The TSF shall provide [assignment: 
authorised users] with the capability to read [assignment: 
list of audit information] from the audit records.

Pattern:

Org imposes an access control list that specifies users 
authorized to access audit parameters (records).

APP3690.1: The Designer will ensure the audit trail is 
readable only by the application administrators and auditors.

Pattern:

Org imposes an access control list that specifies users 
authorized to access audit parameters (trail).

APP3690.3: The IAO will ensure the audit trail is read-
able only by application administrators and auditors.

Pattern:

Org imposes an access control list that specifies users 
authorized to access audit parameters (trail).

Group: audit cryptography

AU-9.E3: The information system uses cryptographic mech-
anisms to protect the integrity of audit information and audit 
tools.

Pertinent Supplemental Guidance An example of a cryp-
tographic mechanism for the protection of integrity is the 
computation and application of a cryptographic-signed hash 
using asymmetric cryptography, protecting the confidential-
ity of the key used to generate the hash, and using the public 
key to verify the hash information.
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Pattern:

InfoSys per forms  encryption given  audit 
information(records, trail) modification and defined 
cryptographic mechanisms(imposed by org) that 
results in encrypted audit information

DCNR-1.b: NIST FIPS 140-2 validated cryptogra-
phy (e.g., DoD PKI class 3 or 4 token) is used to imple-
ment encryption (e.g., AES, 3DES, DES, Skipjack), key 
exchange (e.g., FIPS 171), digital signature (e.g., DSA, 
RSA, ECDSA), and hash (e.g., SHA-1, SHA-256, SHA-
384, SHA-512). Newer standards should be applied as they 
become available.

Pattern:

Org imposes the encryption mechanisms for the sys-
tems as: encryption: selection(AES, 3DES, DES, 
Skipjack); key exchange: selection(FIPS 171); digi-
tal signatures: selection(DSA, RSA, ECDSA); hash: 
selection(SHA-1, SHA-256, SHA-384, SHA-512)

AU-10.E5 The organization employs [Selection: FIPS-
validated; NSA-approved] cryptography to implement digi-
tal signatures.

Pattern:

Org imposes the encryption mechanisms for digital 
signatures: selection(FIPS-validated, NSA-approved);

Group: audit review

FAU_SAR.3.1: The TSF shall provide the ability to apply 
[assignment: methods of selection and/or ordering] of audit 
data based on [assignment: criteria with logical relations].

Pattern:

InfoSys performs audit reduction and report genera-
tion given parameter (audit trail, selection/ordering 
method, selection criteria) that results in the creation 
of an audit report

AU-7.G: The information system provides an audit reduc-
tion and report generation capability

Pattern:

InfoSys performs audit reduction and report generation 
given parameter (audit trail) that results in the produc-
tion of an audit report

AU-7.E1: The information system provides the capability 
to automatically process audit records for events of interest 
based on selectable event criteria.

Pattern:

InfoSys performs audit reduction and report genera-
tion given parameter (audit trail, selection criteria) that 
results in the production of an audit report

ECRG-1: Tools are available for the review of audit 
records and for report generation from audit records.

Pattern:

InfoSys performs audit report generation given param-
eter (audit trail) that results in the production of an 
audit report

FAU_SAR.1.2: The TSF shall provide the audit 
records in a manner suitable for the user to interpret the 
information.

Pattern:

Org imposes human readable qualities on generated 
audit reports

Group: audit record backup
AU-9.E2: The information system backs up audit records 

[Assignment: organization-defined frequency] onto a differ-
ent system or media than the system being audited.

Pattern:

InfoSys performs audit record backup given the backup 
frequency (imposed by the Org) and parameter (audit 
trail) that results in the creation of an audit records 
backup on a different system or media

ECTB-1: The audit records are backed up not less than 
weekly onto a different system or media than the system 
being audited.

Pattern:

InfoSys performs audit record backup given the backup 
frequency (no less than weekly) and parameter (audit 
trail) that results in the creation of an audit records 
backup on a different system or media

Group: audit user accounts (incorrect grouping, 
methodological control)

AC-2.d: The organization specifies authorized users of 
the information system, group and role membership, and 
access authorizations (i.e., privileges) and other attributes 
(as required) for each account.

Pattern:

Org imposes organizational and individual access con-
trol parameters on user accounts

AC-3.E2: The information system enforces dual authori-
zation for [Assignment: organization-defined privileged 
commands and/or other organization-defined actions].

Pattern:
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InfoSys performs dual authorization given privileged 
functions and actions that results in user login.

AC-3.E7: The information system enforces a role-based 
access control policy over defined subjects and objects and 
controls access based upon [Assignment: organization-
defined roles and users authorized to assume such roles].

Pattern:

Org imposes role-based access control policy on sub-
jects

AC-2.E3: The information system automatically disables 
inactive accounts after [Assignment: organization-defined 
time period].

Pattern: (wrong should be performs)

Org imposes inactive account disabling

AC-2.E5: The organization requires that users log out 
when [Assignment: organization-defined time-period of 
expected inactivity or description of when to log out].

Pattern: (wrong should be imposes)

InfoSys performs user log out given inactive time 
period that results in log out.
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