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Dual Modality Code Explanations for Novices: Unexpected Results

Briana B. Morrison University of Nebraska at Omaha 6001 Dodge Street Omaha, NE 68182 bbmorrison@unomaha.edu

ABSTRACT

The research in both cognitive load theory and multimedia principles for learning indicates presenting information using both diagrams and accompanying audio explanations yields better learning performance than using diagrams with text explanations. While this is a common practice in introductory programming courses, often called “live coding,” it has yet to be empirically tested. This paper reports on an experiment to determine if auditory explanations of code result in improved learning performance over written explanations. Students were shown videos explaining short code segments one of three ways: text only explanations, auditory only explanations, or both text and auditory explanations, thus replicating experiments from other domains. The results from this study do not support the findings from other disciplines and we offer explanations for why this may be the case.
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1 INTRODUCTION

Cognitive load theory (CLT) describes the role of the learner’s memory during the learning process. The central problem identified by CLT is that learning is impaired when the total amount of processing requirements exceeds the limited capacity of working memory [43]. By minimizing undesirable loads within the instructional materials,
the learner’s memory can hold more relevant information, thereby improving the effectiveness of the learning process.

CLT has been used to explain key research findings. One example of this is the *split-attention effect*. Some worked examples have been found to be ineffective for improving learning. This occurs when learners have to split their attention between at least two sources of information, each of which is necessary for learning the material. This can occur when the information for learning is split into different pieces which are separated spatially or temporally. The information in the pieces is required to learn the material and each piece would make no sense alone. Because the learner must integrate all the disparate sources of information, the cognitive load to do so is unnecessarily high when the sources are separated by space or time. Having to switch focus and attention between two or more sources requires information to be maintained in working memory while searching and processing interacting elements in the linked source. Sweller states that “cognitive load theory does not distinguish between text and diagrams, text and text, or diagrams and diagrams” as contributors to a split-attention effect. [50, p.98]

Another recognized research finding has been labelled the *modality effect*. Modality is a particular form of sensory perception. In this context it pertains to how the information within the instructional materials is delivered to the learner. The modality effect occurs when the information to be learned is being delivered through multiple sensory channels—namely the auditory and visual channels. While the modality effect has been well documented as effective in other disciplines, it has yet to be empirically tested within the domain of computer science and introductory programming. Instructors presenting code in class often utilize dual modality: while code is displayed via a shared display, the instructor explains the code verbally. The students may concentrate on looking at code while the instructor explains the code. This removes the split-attention problem of a textbook. Intuitively we may believe this is an effective pedagogical technique and aids in student learning by reducing cognitive load, but what evidence do we have?

This paper reports on a study designed to empirically test the modality effect in computer science, specifically introductory programming. Given trends toward active learning classrooms and research for multimedia instructional design, we developed instructional material in an online format. All available recommendations for designing the instructional materials were used to create videos explaining small code examples in one of three formats: 1) auditory only explanations, 2) text only explanations, or 3) auditory and text explanations. This experiment design is a replication of studies conducted in other disciplines which confirmed the modality effect. We sought to answer the research question: Does altering the modality (text, oral, both) of code explanations improve student learning as measured by retention and transfer questions? Before the study we had two hypotheses: 1) Students receiving oral explanations will demonstrate better retention of the material, and 2) Students receiving both oral and text explanations will demonstrate the worst retention of the material. These hypotheses correspond with previous research findings. First we present the
background literature in which this study is grounded. We then present the study method followed by the data analysis and results. We conclude with a discussion of the results and the implications for the research community and instructors.

2 BACKGROUND

To understand the basis for the study, we present a brief overview of Cognitive Load Theory followed by measurement techniques of cognitive load. Then previous research on the modality effect is discussed. We conclude with a summary of the necessary conditions in order to produce the modality effect.

2.1 Cognitive Load Theory

According to the original definition of CLT [51, 56, 63], instruction can impose three different types of cognitive load on a student’s working memory: intrinsic load, extraneous load, and germane load. Intrinsic load (IL) is defined as a combination of the innate difficulty of the material being learned as well as the learner’s characteristics [28]. A topic is considered to have a high IL if the material being learned is interconnected; that is, learning requires processing several elements simultaneously to understand their relations and interactions [55]. Intrinsic load can also vary with the domain expertise and previous knowledge of the learner [53] in that learners with a higher level of previous knowledge may chunk the material differently than novices [8], allowing them to hold more information in working memory. Extraneous load (EL) is the load placed on working memory that does not contribute directly toward the learning of the material—for example, the resources consumed while understanding poorly written text or diagrams without sufficient clarity [28]. The IL and EL are the factors that can be controlled through instructional design. The final category is that of germane load (GL) which are the instructional features that are necessary for learning the material [28]. One of the assumptions of original CLT is that these three components are additive [44]. If the extraneous load is using most of the capacity in working memory, little can be devoted to the germane load. However, the more recent consensus among researchers is that the three components—intrinsic, extraneous, and germane—are not additive to an overall sum [24]. Researchers now consider that cognitive load consists of the use of resources, both germane and extraneous. It is now believed that instructional material can help to reduce the extraneous load and minimize the intrinsic load thus leaving the remaining working memory free for learning [52].

2.2 Measuring Cognitive Load

Since the identification of CLT, researchers have searched for a means to measure cognitive load. To date, this has been accomplished through indirect, subjective, and direct measures. Indirect measures of cognitive load use production system models [4, 49] or learner performance indicators [11, 12] including error rates [4, 5]. Subjective measures of cognitive load include survey instruments that ask users to assess their mental effort [38, 40, 42, p.429]. The subjective rating scale has been shown to be the most sensitive measure available to differentiate the cognitive load imposed by different
instructional methods [53] and have been consistent in matching performance data predicted by CLT [33]. The subjective scale has been used extensively to measure the relative cognitive load of different instructional methods with over 25 studies having used it between 1992 and 2002 [37]. Another subjective measurement is an efficiency measure for cognitive load [39], which combines both mental effort with task performance indicators. Over 30 cognitive load theory related studies have used this efficiency measure [61]. Two basic means of measuring cognitive load through direct measures have been used in research: using a dual task [9, 13, 60] and physiological measurements such as measurements of heart rates [41], pupillary response [59], EEGs [2], and eye tracking [58, 62].

Several researchers have attempted to distinguish between and measure the different types of cognitive load. Ayres attempted to keep the extraneous cognitive load (EL) constant between treatments thus attributing the differences to a change in intrinsic load (IL) [3]. DeLeeuw and Mayer used a mixed approach (both subjective measures and a secondary task method) to investigate if different instruments could measure the three loads separately [15]. The results indicated that different measures do tap into different processes and show varying sensitivities. In an attempt to measure the different cognitive load categories, Gerjets, Scheiter, and Catrambone selected three items from the NASA-TLX [21] associated with task demands [16, 17]. The researchers argued that the three items selected (mental and physical activity required, effort to understand the contents, and navigational demands of the learning environment) could be mapped to the intrinsic, germane, and extraneous loads, respectively. The test manipulated the complexity of worked examples. While the groups with the highest learning outcomes reported the lowest cognitive load, there was no corroborating evidence that the three measures corresponded to the different types of cognitive load as proposed.

In 2013, Leppink et al. [28] developed an instrument specifically for measuring different types of cognitive load which consists of a ten question subjective survey. This study revealed that none of the existing survey tools adequately separated the three types of cognitive load in that each had significant cross-loading between factors. However the newly developed survey yielded results that were consistent with outcomes based on CLT. Leppink et al. [29] extended their 2013 work by adapting the survey instrument to another domain, that of learning languages, and replicated their analyses. These new findings reinforce the strong support for the survey measuring both intrinsic and extraneous load, but found less support for the direct measure of germane load. In 2014, Morrison et al. [35] adapted the Leppink survey instrument to the programming domain and provided initial validation. This is the instrument used in this study.

### 2.3 Modality Effect Research

Research in both cognitive load theory [54] and multimedia principles for learning [31] indicates presenting information using both diagrams with audio explanations yields better learning performance than using diagrams with text explanations. According to the available models of multimedia learning [32, 45], cognitive processing of related text
and pictures involves the selection and organization of the relevant elements of visual and auditory information, resulting in a coherent unified representation. All this is processed in the learner’s working memory. CLT argues that limited working memory can be effectively expanded by using more than one presentation modality.

Working memory consists of three subsystems: a phonological loop, a visuospatial sketchpad, and a central executive [6]. The phonological loop processes auditory information while the visuospatial sketchpad processes pictorial or written information. Because these are separate processes, we can assume that each have capacity and duration limitations. In some situations we can effectively increase the capacity of working memory by utilizing both processors.

In [36], the authors found that a visually presented geometry diagram, combined with aurally presented statements, enhanced learning compared to a conventional, visual-only presentation. In a split-attention situation, increasing effective working memory by using more than one modality produced a positive effect on learning. In [57], the authors used elementary electrical engineering instructions to show that an audio/visual diagram format was superior to purely visual instructions. The cognitive load measurement tool [42] was used to support the suggestion that the effect can be attributed to cognitive load factors. In [26] the authors confirmed that a dual-mode presentation of instructional information is a viable alternative to physical integration of all written materials (eliminating split-attention) within an elementary electrical engineering domain. In addition, Mayer [32] presents evidence of several studies done in the multimedia medium with animated videos and spoken explanations and reveals findings which indicate that the spoken explanation was only effective when done simultaneously rather than sequentially with the visually presented information. Kalyuga [25] provides an overview of all modality studies alongside instructional implications.

One modality study in computer science [48] involved students debugging introductory programs with a modified development environment that used auditory cues. Students were assigned to one specific modality interface (text only, auditory only, or both) and asked to complete comprehension questions and debugging tasks. No statistical significance between the modalities existed for the comprehension questions, but the auditory only interface was statistically worse for the debugging tasks. This study did not involve learning new material but only performance on tasks previously learned. There are limitations as to when the modality effect will affect learning. Textual information presented in spoken form will not generate a modality effect if it merely re-describes a diagram. The information presented in the diagram and the textual information must be unintelligible by themselves. If a diagram and text are being used, both must contain information that requires learners to refer to the other source in order to enable comprehension [54].

Ginns conducted a meta-analysis of modality effects based on 43 different experiments [18]. The meta-analysis generally supported the positive effects of dual-modality presentations. However, two major moderators were found: the level of element
interactivity and the pacing of the presentation. Generally, only problems with a high level of element interactivity will benefit from a dual-modality presentation. The benefit of a dual-modality presentation can be lost, however, if the interactivity is excessively high. Strong effects of a dual-modality presentation were found only under system-paced conditions or fixed timings.

2.4 Summary

Given that research shows the modality effect is present in some instances while not in others, we sought to design the instructional materials for this study to result in a modality effect. In other words, we attempted to follow all recommendations to cause the modality effect to occur. In essence, this study is a replication of [26, 36, 57] within the computer programming domain. Using the known limitations of when the modality effect occurs, examples were specifically selected and instructional materials developed with the expectation that the experiment would show that the modality effect holds with novice programmers.

Sweller et al. [54] list the following conditions required to obtain the modality effect:

- Diagrammatic and textual information must refer to each other and be unintelligible unless they are processed together.
- Element interactivity must be high, but not excessive.
- Auditory text should be limited. Any lengthy, complex text should be written, not spoken.
- If the diagrams are complex, cuing or signaling may be required so that learners can focus on the appropriate portion of the diagram and not be forced to search for the relevant piece.

In this experiment, the code and the explanations are separate pieces of information for the learner that need to be processed together to be understood. Learners for this experiment are complete novices, with many having never seen any code before. It is expected that seeing only the source code or hearing only the explanation would not be enough information to acquire the desired knowledge. Source code elements, or tokens, are highly interactive as they depend upon each other to be understood and interpreted. The explanations were designed to be simple and limited. Signaling was utilized during the explanations to illustrate the line of code being explained. Explanations were not strictly line by line or top-down, but done in chunks of program execution.

We have limited evidence that people see code segments more as a diagram rather than text to be read [20]. We know that expert programmers do not read a program line by line to understand it [10]. Instead, they group the lines of code into 'chunks' which represent a purpose. This is similar to what chess grand masters do when they see a chess board [19], or what physics experts do when examining a diagram by classifying the problem by the components within the diagram ([7, 54]). Jeffries suggests that
novices may begin by reading code segments as text [22], however eye-tracking data suggests that novices transition to an expert style of viewing code as they learn [34].

3 STUDY METHOD

We designed a series of videos, each with the purpose of explaining a single segment of code written in Python. Three different introductory programming topics were addressed: assignment with mathematical operators, nested selection (if) statements, and finding an element within a collection (using a for loop). In addition, an appropriate context or real life scenario was derived to motivate the problem. In video 1, the problem is summing lines of an invoice, calculating the tax due and then the final total for the invoice. In the second video, the code determines whether or not a donor and recipient have compatible blood types. The final video presents how to find the next possible movie time from a list of movie times.

3.1 Instructional Materials

Within each video, the problem was presented followed by an explanation of the code. Each explanation presented the overall solution outline followed by an explanation of each line of code, much like an instructor would do in class. Each video then concluded with an explanation of one or more traces of execution of the code with sample values.

![Red Blood Cell Compatibility Table](image)

Figure 1: Red Blood Cell Compatibility Table

After each video the participant was asked a series of questions. The first question always asked the purpose of the code segment for verification of understanding. This was followed by one or more recall questions concerning the purpose of variables or interpretation of a given line of code. One or more application questions were then presented, asking the participant to predict the output for a segment of code from the original example. The last questions were transfer questions, asking the learner to apply their new knowledge to novel problems. All transfer questions were taken in their
original form or adapted from [1]. A final question allowed the participant to indicate if there were any technical issues with the video. This added up to a total of eight questions after each video.

3.1.1 Video 1. The first example is straightforward using mathematical operators and the assignment statement to compute the total price from quantities and prices in an invoice. After the video there were four recall questions concerning the purpose of the code, number of invoice lines processed, and the purpose of variables. There was one application question concerning the ability of a variable to appear on both sides of an assignment type. This was followed by two transfer questions involving assignment statements only. The final question asked about technical difficulties.

3.1.2 Video 2. The second example involves nested selection statements and determining if a donor’s and recipient’s blood types are compatible, including the Rh factor. Participants were shown the problem definition along with a chart indicating blood type compatibility (Figure 1). Two examples were described on how to read and interpret the table. The code was then explained, followed with two examples tracing through the code, one for a compatibility match and one for an incompatible match. Recall questions covered the purpose of the code, possible values for a boolean variable, the name of the function, and the second thing checked for blood compatibility. The one application question involved tracing a portion of the nested selection statements. Two transfer questions were then asked, both with nested selections statements. The final question asked about technical difficulties.

This second example was written to include a “main” program along with a function call and function definition. This was done purposefully to allow for easy changing of the values of the variables for compatibility testing.

```plaintext
1) qty = 15
2) price = 15.67
3) amt = qty * price
4) total = amt
5) qty = 250
6) price = 0.32
7) amt = qty * price
8) total = total + amt
9) tax = total * 0.08
10) total = total + tax
```

Figure 2: Signaling Example

3.1.3 Video 3. The third video describes finding the next possible movie time from a list of non-sequential movie times and involved a loop. The participant was given the
problem definition and an outline of the solution approach followed by an explanation of the code. The video concluded by tracing through two executions with sample values. The recall questions for this video were the purpose of the code, understanding the solution, and representation of the data. The application question asked the user to determine what would happen if all the movie times had already passed for the day. There were the usual three transfer questions and the final question on technical difficulties. All loops in the example and questions used the for loop format.

3.1.4 Design Considerations. It should be noted that the videos were designed with the purpose of minimizing cognitive load. During the explanation of the code, there was signaling indicating which line or lines were being discussed (Figure 2). When examples were being traced, the variable values and results of comparisons were integrated into the code diagram (Figure 3). There were no code comments for the first video, minimal (2 lines) of comments for the second video, and only a few lines of comments for the third and most complex video.

For each problem solved, the exercise was presented and followed by an algorithm, then the initial code. After the explanation of the code, a sample trace using test values was explained. The second example given in each video allowed a pause for participants to attempt to trace through the code on their own before the solution was presented.

A script for the code explanation was written for each problem. For each video, three different versions were created: one with an audio only code explanation (no text explanation other than the code), one with a text only explanation (no sound), and one that combined both the text explanation and the audio explanation simultaneously. (See Figure 4 to illustrate the text only condition.) The line(s) of code currently being explained was highlighted in all three treatments. At the conclusion of each video, a summary page was presented.

![Figure 3: Code Tracing Example](image)
The time, with one exception, was controlled for within each treatment and participants were instructed not to pause the videos except where instructed. The time spent on each screen was constant for all three versions. It was determined how long it took to read the current text on the screen using the reading time of an average 17 year old (plus a slight delay), and the audio was controlled to match that time. The one exception was when the participant was asked to trace through the code for the second example in each video. The instructions asked the user to pause the video while the code was showing and walk through the example. They were asked to continue the video when they knew the expected output.

3.2 Participants

Participants were recruited from introductory programming courses or breadth-first (CS0) courses at multiple universities in the southeast United States via the internet or class announcements. Having read and given consent, participants were given a pre-test in order to eliminate those that had too much programming knowledge. Based upon the day of their birth, they were assigned to one of the three study conditions (audio only, text only, or both audio and text). After viewing each video they were asked to complete the CS cognitive load questionnaire [35], followed by a series of questions designed to determine how much information they recalled, how much they could apply, and how well they could transfer the knowledge. The only compensation participants received was an entry into a raffle for an Amazon gift card. At the conclusion of watching the videos, they were asked a series of demographic questions. The demographic questions were moved to the end to prevent stereotype threat [46, 47]. For the participants that answered the demographic questions, the average age of participants whose data was analyzed was 21.04, with a minimum of 18 and a maximum of 42. The median age was 19. In terms of their native language, 39 of the participants spoke English, 6 spoke Dutch, 2 spoke Korean, and 8 spoke other languages.

4 DATA ANALYSIS AND RESULTS

Data was collected from August 13, 2014 to November 29, 2014. See Table 1 for participant numbers and Table 2 for participants disaggregated by treatment.

Many participants did not view all three videos (Figure 5). Participants were given the option to quit the study after answering questions for each video. When piloting this study, the most common complaint was the overall length of the study, which caused participants to exit before completion. To improve participation, the incentive for the participants was changed to one raffle entry for each video and set of questions completed, and an extra raffle entry if all three videos were completed. If the participant chose to quit after answering questions for a video they were routed to the demographic questions in an effort to collect that information from all participants. Generally, if the participant continued on to the second video, they watched all three videos.
Day of the month was used to randomly assign participants to a treatment because the survey package used, SurveyMonkey, did not support random assignment of participants to treatments. This resulted in an unequal assignment of participants to treatments. 36 participants were assigned to the text group, 30 were assigned to the audio group, but only 22 were assigned to the "both" group. Thus for the text only group, 62% of the participants assigned to the treatment went on to watch the first video and have their data analyzed. For the audio only group, 80% of the participants completed the first video and had data analyzed. However for the "both" treatment, only 50% of the participants assigned to the treatment had their data analyzed. This may be because these participants found having both video and audio explanations confusing or experienced cognitive overload and thus chose to end their participation in the experiment early.

The average and standard deviation were calculated for the cognitive load components for each video per treatment (Table 3). In all three groups the germane load (GL) was perceived as the highest component and the extraneous load (EL) was perceived as the lowest component. In addition video 2 consistently had the highest, intrinsic load (IL) measure. A statistical analysis was performed to determine if correlations existed between the cognitive load factors and treatment and all results were statistically insignificant (IL, p = .375, EL, p = .715, GL, p = .628).
Table 1: Participant Numbers

<table>
<thead>
<tr>
<th>Comment</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consented</td>
<td>141</td>
</tr>
</tbody>
</table>
| Non blank answers                            | 99 | Participants with all blanks removed
| Novices (pre-test)                           | 88 | Those with a score of 67% or better (6 out of 9 possible points) were eliminated for having too much knowledge
| Assigned treatment                           | 77 | Birth date question answered
| Answered post video                          | 61 | Answered all video questions
| Demographic data                             | 55 | Answered demographic data

Table 2: Participants by Treatment

<table>
<thead>
<tr>
<th>Treatment</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Audio</td>
<td>24</td>
</tr>
<tr>
<td>Text</td>
<td>26</td>
</tr>
<tr>
<td>Both</td>
<td>11</td>
</tr>
</tbody>
</table>

Figure 5: Participant Attrition by Video
### Table 3: Cognitive Load Components by Video / Treatment

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Video 1</th>
<th>Video 2</th>
<th>Video 3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Audio</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>24</td>
<td>17</td>
<td>16</td>
</tr>
<tr>
<td>IL avg (stddev)</td>
<td>3.35 (3.12)</td>
<td>4.69 (3.50)</td>
<td>3.92 (2.70)</td>
</tr>
<tr>
<td>EL avg (stddev)</td>
<td>1.75 (2.05)</td>
<td>1.85 (2.38)</td>
<td>2.23 (2.78)</td>
</tr>
<tr>
<td>GL avg (stddev)</td>
<td>6.10 (2.77)</td>
<td>5.18 (3.36)</td>
<td>6.09 (2.93)</td>
</tr>
<tr>
<td><strong>Text</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>26</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td>IL avg (stddev)</td>
<td>3.31 (3.05)</td>
<td>4.27 (2.32)</td>
<td>4.27 (2.54)</td>
</tr>
<tr>
<td>EL avg (stddev)</td>
<td>2.94 (2.88)</td>
<td>3.17 (2.55)</td>
<td>2.85 (2.44)</td>
</tr>
<tr>
<td>GL avg (stddev)</td>
<td>6.04 (2.88)</td>
<td>5.5 (2.36)</td>
<td>5.34 (2.56)</td>
</tr>
<tr>
<td><strong>Both</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>11</td>
<td>8</td>
<td>7</td>
</tr>
<tr>
<td>IL avg (stddev)</td>
<td>2.55 (3.08)</td>
<td>3.92 (3.02)</td>
<td>2.62 (2.27)</td>
</tr>
<tr>
<td>EL avg (stddev)</td>
<td>1.70 (2.04)</td>
<td>1.96 (2.06)</td>
<td>2.10 (2.76)</td>
</tr>
<tr>
<td>GL avg (stddev)</td>
<td>6.14 (2.51)</td>
<td>6.34 (2.06)</td>
<td>6.46 (2.3)</td>
</tr>
</tbody>
</table>

Using learning performance as an indirect measure of cognitive load, we looked at the post-test results. The post-test questions for each video were scored for correctness by the author. For the open-ended purpose question, a rubric was developed and answers were scored for correctness out of 4 points. For multi-select multiple-choice questions, the number of incorrect choices was subtracted from the number of correct choices to get a final score. The results for each video by treatment can be seen in Table 4. For the purpose question, the average score (out of 4) is given along with the percentage of answers that were completely correct. The remaining questions were multiple choice questions and the percentage of correct answers are given.

A statistical analysis was done to determine if any correlations existed between treatment and participant performance. All results were statistically insignificant. There was no main effect for treatment, F (2, 52) = 0.178, MSE = 1.145, p = .837.

We grouped the results by question type to explore if there was a difference in performance based on treatment and question type. Recall that based on prior research, we would expect the audio only condition to perform the best in general and the group that received explanations in both audio and text to perform the worst.
As can be seen in Figure 6 which examines only the purpose question, video 2 had the best performance even though it was the longest video. While video 1 displays the expected performance based on treatment, the other videos do not. In fact, video 2 shows the exact opposite performance of what would be expected from prior research. In looking at the questions that asked learners to recall learned information (Figure 7), the average performance across all three videos is the expected result. However, in looking at each individual video, the results do not match prior research. It is interesting to note that video 3, arguably considered the most difficult concept (loops), had the best performance for both the audio and text groups. The final category of questions asked learners to transfer their newly acquired knowledge to novel problems and can be seen in Figure 8. None of the groups performed particularly well on the transfer problems, with a maximum of 50%. Interestingly, the text only group performed the best on the transfer questions.

The results from this study do not match what was found in the original studies and what we expected to find in this study. In the auditory only group, the code explanations were given aurally only along with color coded signaling. This was the group that was expected to have the best performance, especially with recall questions. If the modality principle was to hold in computer science, the audio treatment participants should have scored significantly higher statistically than the other two groups. The group that
received both written text and an auditory explanation was expected to perform the worst on the learning performance tasks. While we expected these predictions to hold for all three videos, it should have held for at least the rst and most simple of the videos, but it did not.

Figure 6: Performance on Purpose Question by Treatment

Figure 7: Performance on Recall Questions by Treatment

Figure 8: Performance on Transfer Questions by Treatment
To answer the research question, we find no evidence to support either hypothesis: H1: Students receiving oral explanations will demonstrate better retention. H2: Students receiving both oral and text explanations will demonstrate the worst retention. We find no evidence that altering the modality (text, oral, both) of code explanations improves student learning as measured by retention and transfer questions.

5 DISCUSSION

Seeing that the anticipated results were not obtained, we must examine if it is because the modality principle does not hold within the programming domain or if there are other explanations. It is possible the unanticipated results were obtained due to low and uneven participant rates. It may be possible to obtain the predicted results with additional and more evenly distributed participants across the treatment conditions. While care was taken to design the instructional material to produce the modality effect, it is possible that one of the recommendations may have been violated. We will examine each one in turn.

5.1 Separate Information

The recommendation to create a modality effect is that diagrammatic and textual information refer to each other and be unintelligible unless they are processed together. Kalyuga [23] posits two conditions when the modality effect may not be found: (1) when equivalent auditory and visual explanations are presented concurrently, and (2) when the instructional format is not matched to learner experience. While we attempted to ensure that the audio and text explanations were synchronized, there were two comments indicating that the participants’ native language was not English and they were unable to keep up with the speed of the information presented. One of the participants was in the audio only group and the other was in the text only group. We do not believe this to be a likely explanation of the results.

5.2 Element Interactivity

It is recommended that element interactivity must be high, but not excessive. Certainly the elements of program code rely upon each other indicating interactivity between the elements. However, examples were chosen to limit the number of elements having to be retained in memory at a single time. The least amount of interactivity occurred in video 1, which had the worst overall performance on the recall questions (Figure 7). Therefore we do not believe this to be a likely explanation of the results.

5.3 Limit Auditory Length

The recommendation is that auditory text should be limited and that any lengthy, complex text should be written, not spoken. This recommendation is because of the transient effect [27, 64], or the amount of time auditory information can be retained. The participants in the study were novices with minimal computing knowledge (only those that failed the pre-test had data analyzed). It is possible that even the easiest and
shortest of the videos overloaded their cognitive mental processing abilities. Knowing that we can only hold information in memory for no longer than 20 seconds [14], the videos may have been too long for the participants to comprehend and understand all the material asked of them. Video 1 was 5 minutes long; the second video was almost 23 minutes long and video 3 was 12 minutes long.

However in [27] the modality effect occurred when the videos were longer (going from 605 seconds to 867 seconds) but with fewer words (668 words to 576 words). In Leahy and Sweller’s second experiment the explanation was simplified into smaller segments and less complex sentences. For this experiment, video 1 contained 528 words in 14 slides, video 2 contained 3167 words in 63 slides, and video 3 contained 1901 words in 33 slides. While videos 2 and 3 were lengthy in both time and words, video 1 was completely in line with those used in previous studies which reported these values and thus should have produced the modality effect.

Video 2 produced the most correct answers for the purpose question, even though it was the longest of the three videos. This would seem to contradict the transient effect. However, it may be due to the length of the video that the purpose was cemented in the learner’s memory (more time on task). The text only explanation group performed the best on the transfer questions (Figure 8) which lends support that complex material should be written for better learning concerning transfer. It is unclear the role that auditory length plays in producing the modality effect in programming examples.

5.4 Complex Diagrams

If diagrams are complex, cuing or signaling may be required. This was accounted for within the videos through both cuing and signaling (Figures 2 and 3). It is also possible that no modality effect was found due to the complexity of the material. Kalyuga [25] provides an excellent overview of the modality effect and studies which find and do not find the modality effect in an effort to identify factors in-fluencing its existence. The one consistent finding is to not use spoken explanations for any material which is highly complex. In this study, it could be reasoned that learning programming is so complex that no modality effect was found. However, if the material is truly inherently complex then the text only group should have performed better. This also did not occur, lending support that complexity of the diagrams or examples did not cause the unanticipated results.

5.5 Other Possible Explanations

Each video was designed to be a replacement for an in class lecture for that content topic. It is possible that each example was overreaching in its goal. Instead of trying to instruct an entire topic in a single video, it may be more effective to concentrate on a small piece of a topic per video. In other words, rather than covering every possible aspect of a selection statement, it may be more effective to have a shorter video that only explains what happens when a conditional expression evaluates to true in a selection statement. Then, a separate video describes when it evaluates to false, and
yet another video for a nested selection statement. This would make each video much shorter and allow for progressive building of the information. This approach would support limiting the length of the auditory information.

Another possibility may be that novice programmers do not view code as a diagram. As Morgan et. al state, “Little is known about the progression of the process involved as novices become experts.”[34, p. 15]. The code most likely to be viewed as a diagram was within video 2 as it had a method/function call (or two separate sections) and would require just-in-time inquiries about the code, as predicted by [30], though questions related to video 2 did not yield a learning performance any better than the others.

To summarize, there are several possible explanations why the results from this experiment did not confirm the results from other disciplines. However, we have no definitive answer on whether there was a confounding variable causing the unanticipated results or if the modality principle does not hold for programming. This leads to the need for additional research.

6 FUTURE STUDIES

Below are a few different possible next steps to attempt to determine when, if, and how the modality principle applies to introductory programming:

• Think Aloud Study: Recruit a minimum of three participants for each treatment and have them watch the instructional videos used in this study. Instead of controlling for time, the researcher could pause the video at different times and ask the participant to describe aloud about what they have learned, what they can remember, and probe about possible transient effects. As the participants are answering the post video questions, they would be prompted to think aloud their thought process on how they are arriving at their answers. By capturing information during the learning and assessment process we may be able to more accurately determine what is occurring and explain the unanticipated results.

• Restructure the Videos: It may be possible to rework one of the three videos into separate and more distinct content topics as described previously. Another set of participants could be recruited to determine if shortening the videos and scaling back the content makes a difference in the overall results.

• Use other measurement techniques to determine the cognitive load. We may be able to use eye-tracking to determine exactly where the learners are looking on the screen to determine how they view code segments. We may also be able to determine exactly when and where the cognitive processing is occurring by examining the frequency and duration of gaze at specific areas of interest within the code segment.

7 CONCLUSION
It is possible that the modality effect does not hold within learning programming, but we cannot conclude that based on this study alone. This initial evidence indicates that simply replicating existing studies is not enough. Instead, more information is needed on several topics. First, the transient effect within programming should be studied to determine at what point the learner begins to lose information. Exactly how much content can be explained in a single audio explanation should be evaluated as well. It may be possible to cover only the most simple, straightforward case for a control structure without deviating to the exceptions or even including a trace of code. Additional studies using other measurement techniques, such as eye-tracking, may be utilized to more precisely pinpoint when and where the cognitive processing occurs.

Knowing whether or not the modality effect holds in programming is important to all those teaching and developing instructional materials for introductory programming. In traditional classrooms many instructors do “live coding,” assuming that presenting the code on the overhead display and explaining the code is an effective pedagogical technique. Instructional programming videos consistently show the code with verbal explanations and expect students to learn and retain the information. Yet as this study illustrates, we still have no empirical evidence that this dual modality teaching technique is effective for learners of introductory programming. More studies should be conducted.
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