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ABSTRACT 
Student Evaluations of Teaching (SETs) are an integral part of evaluating course 
outcomes. They are routinely used to evaluate teaching quality for the purposes of 
reappointment, promotion, and tenure (RPT), annual review, and the rehiring of 
adjunct faculty and lecturers. These evaluations are often based almost entirely on 
the mean or proportion of the ordinal overall score with no regard to statistical noise. 
This study examines the distribution of the statistic (mean or proportion) when SETs 
are administered online and in-person. Using non-parametric procedures, we show 
that the size of the 95% confidence interval of the statistic is a function of response 
rates. Prior to COVID-19, online administration of SETs resulted in significantly 
more uncertainty than in- person administration because the in-person response 
rates were higher. Due to a decrease in in-person response rates in the post-COVID 
vaccine period, both methods result in significant levels of uncertainty of the true 
statistic value. In classes of fewer than 30 students, the 95% confidence interval of 
the statistic is wide enough for instructors to be considered for a teaching award in 
one semester or below average in another semester, while holding teaching quality 
constant. 
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Introduction 
Few topics have the ability to unite nearly all members of academia, but a belief 

that Student Evaluations of Teaching (SETs) are a poor measure of teaching ability is 

one of them. Faculty need feedback about their classes, department chairs want to 

know how an instructor is doing in the classroom, and administrators want to assess 

faculty performance. All have turned to SETs, whether willingly or not. More recently, 

colleges and universities have provided the SET form online as a way to expedite the 

evaluation process: instructors do not have to give up valuable class time to 

administer the SET, online administration is quick and inexpensive, and SETs are a 

quantifiable way to measure students’ opinions and perceived learning. The popularity of 

SETs leads to important questions. How do the in-person or online SET distributions 

differ? Put differently, do the same students fill out the SET regardless of method of 

delivery? If the students are different, how do they differ in their responses to the SET 

question set? This paper examines the distributions of the statistic (both the mean and 

proportion measure) of in-person and online SETs using non-parametric procedures. 

This is examined both in a period before COVID and a period after COVID vaccines 

were widely available. 

Becker and Watts (1999) found that SETs are widely used in economics 

departments (and in many others) as the main way of evaluating teaching. In a 

follow-up study Becker, Bosshardt, and Watts (2012) found that 35% of 

departments were offering SETs online; only two department chairs from the 1999 

survey responded that they used electronic SETs. This number has without a doubt 

increased due to the ease of use and cost advantages of online evaluations. As the 

movement from in-person to online SETs progressed, researchers began focusing 

on whether or not instructors received lower evaluations using the online 

administration of SETs. 

Research (Donovan, Mader, and Shinsky, 2010, Heath, Lawyer, and Rasmussen, 

2007, Fike, Doyle, and Connelly, 2010, Guder and Malliaris, 2010, Breitbach, Sankaran, 

and Wagner, 2016) has found that there were no substantial central tendency 

differences between the online and in-person SETs. In a follow-up study Sankaran, 

Wagner, and Breitbach (2018) found that the variance is much larger for online SETs 



compared to the in-person SETs. Other studies have also found evidence that 

different students are filling out online SETs compared to in-person SETs, and that 

this difference can alter the distribution of results (Dommeyer et al., 2002, 2004, 

Gamliel and Davidovitz, 2005, Morrison, 2013). 

Closely related to our work, He and Freeman (2021) conduct Monte Carlo 

simulations based on administrative data at a medium-sized public institution of 

higher education. They find that response rates are often problematic for generating 

useful information about students’ true assessments of courses. As future work, 

they suggest exploring similar modeling at other schools, evaluating the uncertainty 

in diverse questions asked of students, and using metrics beyond the arithmetic 

mean of evaluation scores (measured on a scale of 1-5). We extend their work by 

collecting data at a large public research university, simulating responses using non-

parametric bootstrapping techniques, and by considering multiple aggregate 

measures of SET scores. Our findings reinforce and extend their conclusions, 

indicating that the noise inherent in SET scores at the course level is such that 

typical class sizes lead to a high risk of SET-derived measures deviating far from 

the true student evaluation value given typical response rates. 

Understanding the distribution of the statistic (mean or proportion) of SETs is 

especially valuable when many universities, colleges, and departments rely on the 

information to make major decisions regarding tenure and promotion. This becomes 

even more important for non-tenure track positions such as a lecturer, instructor, 

adjuncts, or clinical professors whose contracts may be dependent upon teaching 

evaluation scores alone. This paper uses data from a large state university to 

compare the distribution of the statistic between traditional in-person SETs to the 

distribution of the statistic when administered online. Differential response rates are 

the driving force in this paper. In the pre-COVID period, we find substantial and 

statistically significant differences in the width of the 95% confidence interval at 

every class size. In this period, in-person SETs exhibit much less noise than online 

SETs. Despite this pattern, class sizes of less than 30 exhibit an interval so large 

using either method that an instructor could be considered wonderful or mediocre 

due simply to statistical noise and sampling. In the post-COVID vaccine period, 



response rates for the in-person administration dropped precipitously. Thus, while 

the difference in distributional proper- ties of the two administration methods 

declined in the post-COVID vaccine period, this is only because the in-person 

administration became less robust. In the current environment, either administration 

method could result in radically different scores for a single instructor due to 

randomness alone. This suggests that an observed SET average score, often used 

to evaluate faculty, contains significantly less information than many evaluators 

appear to believe. 

 

Method 
The difference in distributional properties of small-class SETs administered 

online and in-person can be determined using two different methods. First, online 

and in-person SETs could be administered in classes of various sizes. Alternatively, 

one could administer SETs online and in-person to a set of very large classes and 

use statistical techniques to simulate smaller classes of any size. This study uses the 

latter option. The advantage of this approach is that true underlying teaching is 

identical; the disadvantage is that the difference in response rate (when 

administered online versus in-person) is assumed not to be a function of class size. 

Our study was conducted at a large research university. Toward the end of the 

semester, a physical SET was administered to the class by a member of the 

research team. This occurred at the midpoint of the online evaluation window, and 

the research member was not the instructor of the course. The physical SET was 

identical in every way to the online evaluation. Students were asked to fill out the 

physical SET in class. Students were informed that the physical SET was for a 

different purpose and thus they still needed to fill out the official online SET provided 

by the university. Our goal with this procedure was to replicate the selection process 

had the university administered an in-person SET; the university was already 

administering an online SET to the same class. This allowed us to compare the 

impact of the administration method on the distribution of the statistic while holding 

the actual underlying teaching constant. Thus, by design, some students filled out 

the physical SETs, some filled out the online SETs, and many filled out both. 



This process was conducted in a total of four principles-level courses during 

the pre-COVID period: three in Fall 2018, one in Spring 2019. Three additional 

sections were included from Fall 2021 when the university had returned to in-person 

classes. The enrollment and SET response rate for each course included in the 

data can be seen in Table 1. We were concerned that the in- person administration 

might impact the online response rate. Thus, we compared the pre-pandemic online 

response rates (C.# 1–4 in Table 1) to the instructors’ historical average response rate. 

Prior to the study, microeconomics sections taught by instructor A have averaged a 

49% response rate (online). Similarly, macroeconomics sections taught by instructor 

A have averaged a 50% response rate (online). Instructor B’s macroeconomics 

sections have averaged a 64% response rate (online). These historic results are 

noisy (low of 38%; high of 74%). However, there does not appear to be evidence that 

our in-person treatment is impacting the online evaluation response rate. 

Note the response rate in the pre-COVID period versus the post-COVID vaccine 

period. Response rates are the driving factor of the distributions presented in the 

results section of this paper. In the pre-COVID period, the in-person response rate was 

always significantly higher than online. However, this changed in the post-COVID 

vaccine period. Unfortunately it did not change by improving the online response 

rate. Instead it decreased the in-person response rate. 

In this study, we will focus on two questions: ‘What is your overall rating of the 

instructor [First] [Last] in this course?’ (instructor overall), and ‘What is your overall 

rating of this course?’ (course overall). Both question responses are provided on a 

five point Likert scale from ‘poor’ to ‘outstanding,’ and the scale is commonly 

converted to a 1-5 scale for the purposes of averaging. We focus on these questions 

as nearly every university has some version of the instructor and course overall 

questions. These questions also tend to be the questions emphasized by 

administrators when determining who is a ‘good’ or ‘bad’ teacher. 

 

Selection 
The differing selection process by students will drive the methodology presented in 

this study. The students who choose to fill out a student evaluation online 



fundamentally differ from those who would have filled out in-person evaluations. 

The selection of those who choose to fill out an in- person evaluation can be 

described as follows: 

 

U (Class Attendancet) > U (Opportunity Costt ) (1)  

 

 
Table 1. Class size and response rate by course. 
                                                              Response rate 
 C.# Class size Online In-

person 
Instructor Semester 

Microecono
mics 

1 236 50% 78% A Fall 2018 

Macroecono
mics 

2 165 52% 70% A Fall 2018 

Macroecono
mics 

3 251 51% 80% B Fall 2018 

Macroecono
mics 

4 269 62% 77% B Spring 
2019 

Microecono
mics 

5 305 53% 32% B Fall 2021 

Macroecono
mics 

6 137 48% 31% B Fall 2021 

Macroecono
mics 

7 274 30% 32% A Fall 2021 

‘C.#’ is the course number. In the main body of this paper, we will analyze courses 1 and 
5. Other courses in the pre-pandemic period produce similar results to Course 1 while 
other courses in the post-COVID vaccine period produced similar results to Course 5. The 
results from the other courses are included in the appendix. 
 
 

Where U(Class Attendancet) is the utility the student received from attending class 

on day t, and U(Opportunity Costt ) is the utility of next best option at that time period. 

Fundamentally, the student must only be self interested in improving their 

learning/grade for them to show up for class. We assume that, once an evaluation 

is revealed to the class, few students would choose to not fill it out given social 

pressure to fill out the evaluation along with the rest of the class when in attendance. 

Notably, the U(Class Attendancet) differs significantly between the pre-COVID 

period and the post- COVID vaccine period. Before COVID, missing class meant the 



student would have to ask a classmate for notes, which is a poor substitute for 

attendance. In the post-COVID vaccine period, video recordings were available allowing 

students to obtain much of the benefit of class attendance. There also exists a risk of 

COVID exposure that simply did not exist in the pre-COVID period. Overall, U(Class 

Attendancet) appeared to decrease in the post-COVID vaccine period in comparison to the 

pre-COVID period. This is in concordance with the reduced in-person response rate 

during the post-COVID vaccine period. 

The selection process for the online evaluations differs from the in-class 

process, and can be described using Equation (2): 

 

U (Evaluationj) > U (Opportunity Costj) (2) 

 

Where U(Evaluationj) is the utility that the student receives from filling out the 

evaluation itself (U(Opportunity Costj) is the utility of the next best alternative). For 

U(Evaluationj) to be any value other than zero, the student must feel that 

evaluating the instructor benefits them in some way (this can include altruism and 

warm glow effects). It is possible that those who have a strong opinion (positive or 

negative) are therefore more likely to fill out the evaluation in this context than a 

student with less pronounced opinions of the course or instructor. This explanation 

is in line with the data presented by Sankaran, Wagner, and Breitbach (2018). 

 

Simulating smaller classes 
Our process of simulating smaller classes is essentially a bootstrapping 

procedure (Efron and Tibshir- ani, 1994). The underlying concept of a bootstrap is 

that the properties of the population can be modeled through re-sampling with 

replacement. Usually a re-sample size is chosen such that it equals the overall 

sample size. This reflects the total information in the sample thus correctly reflects 

the distribution of the statistic. Smaller classes, however, do not contain the 

information of a larger class. The amount of information in a smaller class of size c 

can be simulated by re- sampling with replacement c students for each repetition. 

This property of a bootstrap inspires our approach. Our simulation works as follows: 



1. From sample i, c students are randomly selected with replacement (where c is 

the simulated class size, and i is the index number of the sample) 

2. Of the randomly selected students, those who did not fill out the given SET 

instrument (or method of administration) are dropped 

3. The remaining students are used to calculate the statistic for the given SET 

instrument 

4. The procedure is repeated 10,000 times for each class size c 

This procedure produces the distribution of the statistic of interest given a class 

size. For instance, if the statistic is the mean score and the class size is thirty, the 

resulting distribution is of the mean outcomes that the instructor could expect given 

the same underlying teaching. 

In this study we calculate two statistics: the mean and the percent of responses that 

are a ‘4’ or better. Calculating the mean of an ordinal variable is statistically 

incorrect. This assumes equal spacing of the values on the scale (e.g. the difference 

between ‘poor’ and ‘below average’ is the same as ‘below average’ and ‘average’). 

Nonetheless, this statistic appears to be the most common measurement in practice. 

It is therefore important to understand the statistical properties of the measurement. 

Calculating a proportion above a chosen score level is a more statistically correct 

approach as suggested by McCullough and Radson (2011). 

We compare the distribution of the statistic using multiple techniques. First, for 

simulated class sizes of 30, we use the two sample Kolmogorov-Smirnov test of the 

whole distribution (Conover, 1998); this test makes no assumptions regarding the 

distributions. Using this test we compare the online administration of the evaluations 

to in-person evaluations and determine if the distributions of the statistic are 

statistically different (the null hypothesis of the test is that they are the same). More 

importantly, we use Kernel Density Estimations (Scott, 2015) to visually show the 

differences in the online versus in-person distributions.1 

Finally, we simulate the distributions of the statistic at increasing class sizes 

from 10 to 150 students. We extract the width of the 95% confidence interval for 

each of these simulations and fit a Locally Weighed Scatterplot Smoothing 

(LOWESS) curve (Cleveland and Devlin, 1988) to the set of 95% confidence 



interval observations for both the in-person and online evaluations. We have 

selected a class size range from 10 to 150 students as few administrators would 

trust an SET score from a class of fewer than 10 students and the confidence 

intervals contract substantially by 150 students. 

 

Results 
The results of the simulations described in the method section have the 

benefit of being easily rep- resented visually. Accordingly, we will present the results 

as figures and discuss the features of these figures below. While we will select 

figures that readily demonstrate the key lessons from our simulations (using Course 

1 from Table 1), our results hold across all simulations from all course sections in the 

pre-COVID period. Visuals representing all other courses can be found in the 

appendix. 

 

Results from Course 1 (pre-COVID period) 
Mean SET scores 

While statistically incorrect, it is common practice to use mean SET scores as 

a measure of teaching outcomes. Figure 1 presents the Kernel Density Estimation 

(KDE) of the mean SET score in simulated classes as the statistic of interest; Figure 

1(a) presents the distributions of the instructor overall score and Figure 1(b) presents 

the distributions of the course overall score. The in-person and online data is 

independently analyzed and projected onto the same graphs for comparison 

purposes. 
 

Figure 1. Course 1: KDE for mean SET scores in simulated classes of 30 students. KS test p-values = 0.000.





 

Two features distinguish the online scores from those given by students in-

person: the width (variance) of the distributions and the modes. Looking at Figure 1, 

we observe thicker tails to the distributions of the mean SET scores when 

administered in an online format compared to the in-person format. This indicates 

that simply requesting SET scores through an online portal can significantly reduce 

the confidence that we assign to the mean measures of teaching outcomes even 

holding instructor and course constant. 

The mode of the distributions are also noticeably different between the 

two delivery methods: as described above, a different group of students will 

likely complete SETs online and in-person. Thus, the position and/or height of the 

mode can vary. We conducted Kolmogorov-Smirnov (KS) distributional tests to 

compare the distribution of mean SET scores. Using these tests, we can reject the 

null hypothesis that the distributions are the same at at least the 99.9% 

confidence level for all simulations across all courses and class sizes in the 

pre- COVID period. The data collected by in-person and online SETs are distinct 

measures with distinct distributions. 

The weakness of mean SET scores as an ability to accurately measure 

instructor quality becomes vividly apparent in Figure 2. Figure 2(a) presents the 

width of the 95% confidence interval for the instructor mean SETs at various class 

sizes while Figure 2(b) presents the width of the 95% confidence interval for the 

course SETs at various class sizes. 

At a class size of 30, the 95% confidence intervals have a width of 

approximately 1.0 for online ratings. This means that, at this class size, an 

instructor could be rated at 4.5, but reasonably have a true statistic of 5.0 or 

lower than 4.0. Instructor or course ratings can be the deciding factor in 

outcomes such as promotion or retention, but the noise in this measure is large 

enough that little faith can be put in observed outcomes for even moderate class 

sizes. 

 

Percent of ratings above 4 as a statistic 

The more appropriate statistical measure of teaching outcomes using SET 



 

scores is to report the per- centage of responses that rate a measure at or above a 

given level. We choose to measure the pro- portion of responses that rate instructors 

(or courses) at or above a 4 on the 5-point Likert scale. The results of sampling from 

the distribution of responses on this statistic when assessing the instructor can be 

seen in Figure 3. 

When considering the proportion of responses above a given threshold (an 

improved statistical measure), we see divergences between the online and in-

person SET distributions similar to those observed in the mean response 

distributions. The tails of the online rating are much thicker, and the center of the 

distribution is noticeably lower for the online SETs. 

 
Figure 2. Course 1: LOWESS curve for mean SET score in simulated classes of varying size. KS test p-

values = 0.000. 

 

Again, as in the case of the mean SET score, the KS test is significant at the 

99.9% level, indicating that the distributions are distinct. The test maintains the 

same level of significance at all class sizes and across all instructors. 

The confidence interval for the proportional statistic is so large that it should inspire 

no confidence in the measure’s ability to provide information regarding instructional 

outcomes. Figure 4 shows the LOWESS Curves for the proportion of online and in-

person SET scores of a 4 or better. 

Again, focusing on a class size of 30 students, the 95% confidence interval 

for the proportional statistic has a width of about 0.45 in online evaluations. In other 

words, one in twenty instructors who have a true statistic of 0.78 will have an 

observed statistic of 0.55 or lower or of 1.00. Five percent of instructors who receive 



 

an underwhelming 0.60 will have a true statistic of above 0.82 or below 0.38. 

This result provides further reason to mistrust the results of SET scores 

(regardless of the method of administration), whether the score is measured as a mean 

value or as the proportion of responses above a given threshold. There is simply too 

much noise present in the evaluations to be able to assert that SET scores have 

any meaningful relationship with the outcomes that they attempt to measure. 

 

Results from Course 5 (post-COVID vaccine period) 
In this section, we analyze the results from Course 5 using the same 

approach as Course 1. Unlike Course 1, Course 5 experienced a low in-person 

response rate (32%). Given this difference, the results are expected. 

 

Mean SET scores 
Examining Figure 5 shows the width of the distributions by administration 

method. In this case, it is clear there are thicker tails on the in-person administration. 

However, all of the distributions are very wide (Figure 6). 

While it is true that the in-person administration of the SETs resulted in a larger 

distribution of the statistic than the online administration, both methods resulted in 

distributions that are not robust enough for any reasonable use. For instance, at 30 

students, the width of the online 95% confidence intervals, for both the instructor and 

course question, is about three-quarters of a point. This is a large enough difference 

that, based on current practices at one of the institutions involved in this study, 

some well-performing adjuncts would not be rehired under the belief they were poor 

teachers (e.g. an instructor of a 30 person class could receive a ‘4.00’ average score in 

one semester and a ‘3.25’ in another while holding instruction constant). 

 
Figure 3. Course 1: KDE of the proportion of responses at or above 4 in simulated classes of 30 students. KS 

test p-values = 0.000. 

 



 

Figure 4. Course 1: LOWESS curve of the proportion of responses at or above 4 in simulated classes of 

varying size. KS test p- values = 0.000. 

  

 

Percent of ratings above 4 as a statistic 
As we saw with the first course, a percentage of scores above or equal to a 

certain value resulted in continued uncertainty. We find this in the post-COVID vaccine 

period as well. Examining Figure 7, we can see that the distributions, regardless of 

administration method, span about half of the possible values. This result is even 

more pronounced when examining Figure 8. 

In Figure 8 we see that when examining the narrower of the two distributions, 

the 95% confidence interval of the statistic for a class of 30 spans at least a third of 

the available range. Therefore, very little meaning can be derived from this statistic 

regardless of administration method. 

 

Discussion and conclusion 
Student Evaluations of Teaching are frequently used as methods of 

evaluating the outcomes in a given course, and are commonly used as a means of 

evaluating the quality of instruction provided in a course. In recent years, the trend 

has been to move SETs online in an effort to prevent the loss of valuable in-class time 

that could be spent on increasing learning outcomes. Moreover, COVID has 

changed the class attendance calculation for many students. These measures are 

inherently noisy. The amount of noise that can be incorporated into these 

evaluations at fairly typical class sizes (between 30 and 50 students) is such that the 

true measure of outcomes (for either instructors or courses) may be impossible to 

discern based on the ratings provided by students. 



 

The statistical method employed in this study guarantees that all students 

received exactly the same teaching; all of the students were, in fact, in the same 

classroom with the same instructor at the same time. Therefore, our results cannot 

be driven by perceived differences in teaching quality. Moreover, the classes are 

large enough that the class sample (in contrast to the simulated sample) closely 

approximates the population distribution for each of the methods of administration. 

However, this method has one limitation: we assume that the difference in response 

rate by method of administration does not change with class size. If the response  

 
Figure 5. Course 5: KDE for mean SET scores in simulated classes of 30 students. KS test p-values = 0.000. 

 
Figure 6. Course 5: LOWESS curve for mean SET score in simulated classes of varying size. KS test p-

values = 0.000. 

  

 

rate difference narrowed in smaller classes, it is possible the difference in the 95% 

confidence interval by method of administration would decrease. Nonetheless, the 

data from previous studies (such as Dommeyer et al., 2004) do not indicate that a 

difference in response rate would be substantial. In our current era where response 



 

rates are low regardless of administration method, whether there is a difference in 

the distribution of the statistic based on survey administration method is less 

pressing. Instead we see a pattern where the true statistic values are uncertain 

regardless of administration method in the post-COVID vaccine period. 

 

Policy implications 
To this point in the paper, we have focused on the statistical difficulties in using 

SET scores to evaluate outcomes. Given the width of the distribution of the statistic 

(mean or proportion), it is nearly impossible to use these measures with any helpful 

degree of accuracy regardless of administration method. This effect is particularly 

pronounced in smaller classes where the width of the distribution of the statistic 

(mean or proportion) is larger. 

 
Figure 7. Course 5: KDE of the proportion of responses at or above 4 in simulated classes of 30 students. KS 

test p-values = 0.000. 

 
Figure 8. Course 5: LOWESS curve of the proportion of responses at or above 4 in simulated classes of 

varying size. KS test p- values = 0.000 for all course values. 

  
 



 

SET scores also face many other problems that reduce their usefulness in 

accurately evaluating learning outcomes. Boring (2017), MacNell, Driscoll, and Hunt 

(2015), Arbuckle and Williams (2003), and Basow (1995) find that women are 

discriminated against in SET scores, especially by their male students. Chisadza, 

Nicholls, and Yitbarek (2019) and Fan et al. (2019) make similar findings, but find 

that both race and gender are associated with biased scores. Moreover, a substantial 

number of studies have found little correlation or even an inverse correlation between 

SET scores and learning (Clayson, 2009, Carrell and West, 2010, Braga, 

Paccagnella, and Pellizzari, 2014). 

The use of SET scores as external metrics of classroom outcomes is deeply 

entrenched at many universities, and researchers have struggled to disabuse 

administrators of the usefulness of SET scores as performance measures of 

instructors. The title of one aptly-named manuscript illuminates the problem of using 

SET scores: ‘Significant interpretation of small mean differences in student evaluations 

of teaching despite explicit warning to avoid overinterpretation’ (Boysen, 2015). Our 

experiment shows that mean or proportion SET scores are subject to high levels of 

volatility. In courses with small to moderate numbers of students, this volatility makes 

almost any interpretation of these scores an overinterpretation. 

 

Note 
1. Throughout this paper, we will show KDEs of classes of 30 students. We selected 30 

student classes as we believe many administrators believe such a class is sufficient in 

size to trust the SET scores. This is the default class size of many MBA and upper-

division courses at one of the institutions involved in the study. 
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Appendix. Additional simulation results 
Course 2 

Mean SET scores 

 

Figure A1. KDE for mean SET scores in simulated classes of 30 students. KS test p-

values = 0.000. (a) Instructor. (b) Course. 

 

 

Figure A2. LOWESS curve for mean SET score in simulated classes of varying size. KS 

test p-values= 0.000. (a) Instructor. (b) Course. 

 

 

 

 

 

 



 

Percent of ratings above 4 as a statistic 

 

Figure A3. KDE of the proportion of responses at or above 4 in simulated classes of 30 

Students. KS test p-values = 0.000. (a) Instructor. (b) Course. 

 

  

 

Figure A4. LOWESS curve of the proportion of responses at or above 4 in simulated 

classes of varying size. KS test p-values 

= 0.000. (a) Instructor. (b) Course. 

 

 

 

 

 

 

 

 

 



 

Course 3 

Mean SET scores 

 

Figure A5. KDE for mean SET scores in simulated classes of 30 students. KS test p-

values = 0.000. (a) Instructor. (b) Course. 

 

Figure A6. LOWESS curve for mean SET score in simulated classes of varying size. KS 

test p-values = 0.000. (a) Instructor. (b) Course. 

 

 

 

 

 

 

 

 

 



 

Percent of ratings above 4 as a statistic 

 

Figure A7. KDE of the proportion of responses at or above 4 in simulated classes of 30 

students. KS test p-values = 0.000. (a) Instructor. (b) Course. 

 

 

 

Figure A8. LOWESS curve of the proportion of responses at or above 4 in simulated 

classes of varying size. KS test p-values 

= 0.000. (a) Instructor. (b) Course. 

 

 

 

 

 

 

 

 



 

Course 4 

Mean SET scores 

 

Figure A9. KDE for mean SET scores in simulated classes of 30 students. KS test p-

values = 0.000. (a) Instructor. (b) Course. 

 

 

 

 

 

 

 

  
Figure A10. LOWESS curve for mean SET score in simulated classes of varying size. KS 

test p-values = 0.000. (a) Instructor. (b) Course. 

 

 

 

 

 

 

 

 

 



 

 

Percent of ratings above 4 as a statistic 

Figure A11. KDE of the proportion of responses at or above 4 in simulated classes of 30 

students. KS test p-values = 0.000. (a) Instructor. (b) Course. 

 

 

Figure A12. LOWESS curve of the proportion of responses at or above 4 in simulated 

classes of varying size. KS test p-values = 0.000 for all course values. (a) Instructor. (b) 

Course. 



 

Course 6 

Mean SET scores 

 

 

Figure A13. KDE for mean SET scores in simulated classes of 30 students. KS test p-

values = 0.000. (a) Instructor. (b) Course. 

 

 

Figure A14. LOWESS curve for mean SET score in simulated classes of varying size. KS 

test p-values = 0.000. (a) Instructor. (b) Course. 

 

 

 

 

 

 

 



 

Percent of ratings above 4 as a statistic 

 

 

Figure A15. KDE of the proportion of responses at or above 4 in simulated classes of 30 

students. KS test p-values = 0.000. (a) Instructor. (b) Course. 

 

  
 

Figure A16. LOWESS curve of the proportion of responses at or above 4 in simulated 

classes of varying size. KS test p-values= 0.000 for all course values. (a) Instructor. (b) 

Course. 

 

 

 

 

 

 

 



 

Course 7 

Mean SET scores 

 

 

Figure A17. KDE for mean SET scores in simulated classes of 30 students. KS test p-

values = 0.000. (a) Instructor. (b) Course. 

 

 

Figure A18. LOWESS curve for mean SET score in simulated classes of varying size. KS 

test p-values= 0.000. (a) Instructor. (b) Course. 



 

 

Percent of ratings above 4 as a statistic 

 

 

Figure A19. KDE of the proportion of responses at or above 4 in simulated classes of 30 

students. KS test p-values = 0.000. (a) Instructor. (b) Course. 

 

 

Figure A20. LOWESS curve of the proportion of responses at or above 4 in simulated 

classes of varying size. KS test p- values= 0.000 for all course values. (a) Instructor. (b) 

Course. 
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