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Abstract. This paper reviews logical approaches and challenges raised
for explaining AI. We discuss the issues of presenting explanations as
accurate computational models that users cannot understand or use.
Then, we introduce pragmatic approaches that consider explanation a
sort of speech act that commits to felicity conditions, including intelligi-
bility, trustworthiness, and usefulness to the users. We argue Explainable
AT (XAI) is more than a matter of accurate and complete computational
explanation, that it requires pragmatics to address the issues it seeks to
address. At the end of this paper, we draw a historical analogy to usabil-
ity. This term was understood logically and pragmatically, but that has
evolved empirically through time to become more prosperous and more
functional.
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1 Introduction

Artificial intelligence (AI) technology has advanced many human-facing appli-
cations in our daily lives. As one of the most widely used Al-driven intelligent
systems, recommendation systems have been an essential part of today’s digital
ecosystems. For example, recommendation systems have been widely adopted
for suggesting relevant items or people to the users on social media [8]. Bil-
lion people have adopted or interacted with these Al systems every day. Effec-
tive recommender systems typically exploit multiple data sources and ensemble
intelligent inference methods, e.g., machine learning or data science approaches.
However, it is usually difficult to comprehend the internal processes of how the
recommendation was made for the end-users. The reasons of receiving specific
recommendations usually stay in a black box, which frequently makes the result-
ing recommendations less trustworthy to the users [1]. The users generally have
little understanding of the mechanism behind these systems, so these recom-
mendations are not yet transparent to the users. The opaque designs are known
to negatively affect users’ satisfaction and impair their trust in the recommen-
dation systems [25]. Moreover, in this situation, processing this output could
produce user behavior that can be confusing, frustrating, or even dangerous in
life-changing scenarios [1].
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We argue providing explainable recommendation models and interfaces may
not assure the users will understand the underlying rationale, data, and logic
[26]. The scientific explanations, which are based on accurate Al models, might
not comprehensible to the users who are lack competent Al literacy. For instance,
a software engineer would appreciate inspecting the approximated probability
in a recommendation model. However, this information could be less meaningful
or even overloaded to lay users with varied computational knowledge, beliefs,
and even biases [2]. We believe the nature of an explanation is to help the users
to understand and to build a working mental model of using Al applications
in everyday lives [5]. We urgently need more work on empowering lay users by
providing comprehensible explanations in Al applications to benefit from the
daily collaboration with Al

In this paper, we aim to review logical approaches to Explainable AT (XAT).
We would review the logic of explanation and challenges raised for explaining
AT using generic algorithms. Specifically, we are interested in presenting such
explanations to users, for instance, explaining accurate system models that users
cannot understand or use. Then, we would discuss pragmatic approaches that
consider explanation a sort of speech act that commits to felicity conditions,
including intelligibility, trustworthiness, and usefulness to the listener. We argue
XAIis more than a matter of accurate and complete explanation, that it requires
pragmatics of explanation to address the issues it seeks to address. We then
draw a historical analogy to usability. This term was understood logically and
pragmatically, but that has evolved empirically through time to become more
prosperous and functional.

2 The Logic of Explanations

Ezplainable AI (XAI) has drawn more and more attention in the broader field
of human-computer interaction (HCI) due to the extensive social impact. With
the popularity of Al-powered systems, it is imperative to provide users with
effective and practical transparency. For instance, the newly initiated European
Union’s General Data Protection Regulation (GDPR) requires the owner of any
data-driven application to maintain a “right to the explanation” of algorith-
mic decisions [7]. Enhancing transparency in Al systems has been studied in
the XAI research to improve Al systems’ explainability, interpretability, or con-
trollability [14,16]. Researchers have explored a range of user interfaces and
explainable models to support exploring, understanding, explaining, and con-
trolling recommendations [10,25,26]. In many user-centered evaluations, these
explanations positively contribute to the user experience, i.e., trust, understand-
ability, and satisfaction [25]. Self-explainable recommender systems have been
proved to increase user perception of system transparency and acceptance of the
system suggestions [14]. These explanations were usually post-hoc and one-shot
with an obvious challenge of when, why, and how to explain the system to the
users based on their information needs and beliefs.

Another stream of research has identified the effects of making the recom-
mendation process more transparent. It could improve the user’s conceptual
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model by enhancing the recommendation system’s controllability [22,26]. In
these attempts, users were allowed to influence the presented recommendations
by interacting with different visual interfaces. The interactive recommender sys-
tems demonstrated that users appreciate controllability in their interactions with
the recommender systems [14]. The similar effects applied to visualization that
users can understand how their actions can impact the system, which contributes
to the overall inspectability [14] and causability [13] of the recommendation pro-
cess. The transparent recommendation process could accelerate the information-
seeking process but does not guarantee the comprehension of the target system’s
inner logic. These solutions empowered the user to control the system for access-
ing the desired recommendations. However, these controllable interfaces may not
fulfill the explanation needs and help the users build a mental model to tell how
the system works.

The user’s mental model represents the knowledge of information systems
generated and evolved through the interaction with the system [18]. The idea
was founded in cognitive science and HCI discipline in the 1980s. For instance,
Norman [21] argued the user could invent a mental model to simulate system
behavior and make assumptions or predictions about the interaction outcome
based on a target system. Follow Norman’s definition, the user’s mental mod-
els are constructed, incomplete, limited, unstable and sometime “superstitions”
[21]. The user’s mental model interacts with the conceptual model that the sys-
tem designer used to develop the system. HCI researchers have considered the
user’s mental model in designing the usable system or interfaces in the past two
decades. However, only a few studies have examined the user’s mental model
while interacting with the context of Al-powered recommender systems and algo-
rithmic decisions [20].

We argue that these controllable and explainable user interfaces may not
always ensure that users understand the underlying rationale of each contribut-
ing data or method [26]. The users could perceive the system’s usefulness but
still lack the predictability or causability [13] that to approximate the behav-
ior of the target system [21]. In our observation, the users could build differ-
ent mental models while interacting with an explainable system. For instance,
users with more robust domain knowledge, such as trained computer sciences
students, would be more judgmental in using the explainable system through
their computational knowledge. However, the naive users would be more will-
ing to accept and trust the recommendations [26]. We also observe controllable
interfaces would lead the user to compare the recommendations in their decision-
making process. Still, it does not mean the users could understand or predict
the system’s underlying logic. These findings demonstrate that personal factors
and mental models (such as education, domain experience, and familiarity with
technology) could significantly affect the system’s user perception and cognitive
process of machine-generated explanations.
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3 The Pragmatics of Explanations

Miller [18] and Mittelstadt et al. [19] suggest that the AI and HCI researchers
need to differentiate scientific and everyday explanations. To provide the every-
day explanations, researchers need to consider cross-discipline knowledge (e.g.,
HCI, social science, cognitive science, psychology, etc.) and the user’s mental
model. Instead of the scientific intuition to provide prediction approximations
(e.g., the global or local surrogate XAI models). For example, as HCI researchers,
we already know the success explanation should be iterative, sound, complete,
and not overwhelm the user. Social science researchers defined the everyday
explanation through three principles [24]. 1) human explanations are contrastive:
perceiving abnormality played an important role in seeking an explanation, i.e.,
the users would be more like to figure out an unexpected recommendation [18].
2) human explanations are selective: the users may not seek a “complete cause”
of an event; instead, the users tend to seek useful information in the given con-
text. The selective could reduce long causal chains’ effort and the cognitive load
of processing countless modern Al models’ parameters. 3) human explanations
are social: the process of seeking an explanation should be interactive, such as
a conversation. The explainer and explained can engage in information transfer
through dialogue or other means [12].

Specifically, we propose to explore the pragmatics of Fxplanations in Al i.e.,
the known mechanism of how the user requests an explanation from Al applica-
tions. The HCI community has long been interested in the interaction benefits of
conversational interfaces. The design space could be situated within a rich body
of studies on conversational agents or chatbot applications, e.g., Al-driven per-
sonal assistant [17]. The design of conversational agents offers several advantages
over traditional WIMP (Windows, Icons, Menus, and Pointers) interfaces. The
interface could provide a natural and familiar way for users to tell the system
about themselves, which improves the system’s usability and updates the user’s
mental model to the system. Moreover, the design is flexible (like a dialogue) and
can accommodate diverse user requests without requiring users to follow a fixed
path (e.g., the controllable interfaces [26]). The interaction could augment by a
personified persona, in which the anthropomorphic features could help attract
user attention and gain user trust.

In this section, we present two case studies to introduce our early investiga-
tion on pragmatics of Al explanations.

3.1 Case 1: Conversational Explanations

Online symptom checkers (OSCs) are intelligent systems using machine learn-
ing approaches (e.g., clinical decision tree) to help patients with self-diagnosis
or self-triage [27]. These systems have been widely used in various health con-
texts, e.g., patients could use OSCs to check their early symptoms. The patient
could learn their symptoms before a doctor visit, and to identify the appropriate
care level and services and whether they need medical attention from health-
care providers [23]. The Al-powered symptom checkers promise various benefits,
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Do any of these apply to you? Obesity,
High blood pressure, Blood disorder,
Smoking?

Sorry you’re not feeling well. Your
symptoms may be related to COVID-19.
You also have medical conditions that
may put you at risk of becoming more
seriously ill.

You may be eligible for COVID-19 testing.

Please visit the CDC COVID-19 website
for more information.

Fig. 1. Example of the conversational Al explanations [27]

such as providing quality diagnosis and reducing unnecessary visits and tests.
However, unlike real healthcare professionals, most OSCs do not ezplain why
the OSCs provide such diagnosis or why a patient falls into a disease classifi-
cation. OSCs’ data and clinical decision models are usually neither transparent
nor comprehensible to lay users.

We argue ezplanations could be used to promote diagnostic transparency
of online symptom checkers in a conversational manner. First, we conducted
an interview study to explore what explanation needs exist in the existing use
of OSCs. Second, informed by the first study’s results, we used a design study
to investigate how explanations affect the user perception and user experience
with OSCs. We designed an COVID-19 OSC (shown in Fig.1) and tested it
with three styles of explanations in a lab-controlled study with 20 subjects. We
found that conversational explanations can significantly improve overall user
experiences of trust, transparency perception, and learning. Besides, we showed
that by interweaving explanations into conversation flow, OSC could facilitate
users’ comprehension of the diagnostics in a dynamic and timely fashion.

The findings contributed empirical insights into user experiences with expla-
nations in healthcare AI applications. Second, we derived conceptual insights
into OSC transparency. Third, we proposed design implications for improving
transparency in healthcare technologies, and especially explanation design in
conversational agents.
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Gym work at Planet Fitness

Like Comment

1 people like this

g Health Chatbot: @tomb Riding a bike offers a whole host of additional hezlth benefits besides
the physical perks.
Feb 15th 2020, 7:27 pm Report

g Health Chatbot: @tomb Aside from using your rides to get in the recommended 150 minutes
of weekly exercise
Feb 15th 2020, 7:27 pm Report

g Health Chatbot: @tomb We recommend Cycling to you because you and Katie both like the
activity in Sunny day, it is a good time to enjoy the activity together

Feb 15th 2020, 7:27 pm Report

All comments

g | Write a comment

Fig. 2. Example of the Explainable AI-Mediated communication.

3.2 Case 2: Explainable AI-Mediated Communication (XAI-MC)

The integral part of modern health promotion initiatives for non-collocated mem-
bers is computer-mediated communications [11]. The concept has been exten-
sively adopted as an interpersonal communication medium in public health
research such as telemedicine and mental health supports. Today, the Artificial
Intelligence-Mediated Communication (AI-MC) between people could be aug-
mented by computational agents to achieve different communication goals [9].
For instance, the interpersonal text-based communications (e.g., email) could
be augmented by auto-correct, auto-completion, or auto-response. AI-MC has
received more and more attention in recent socially efficacious research. For
example, an Al agent could undermine the writers’ message by altering the neg-
ative keywords (e.g., “sorry”) to encourage the user to normalize language as the
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right way of speaking. AT agent could mitigate interpersonal biases by triggering
alert messages when the agents detected the users intend to post negative mes-
sages on social media [15]. The introduction of AT brings new opportunities to
adopt computational agents in family health collaboration and communications.
AI-MC could be used to engage family members’ health conversation better, and
the communication may translate into healthy behavioral changes [6]. We can
introduce a designate agent to mediate the communication by recommending
and explaining the health information to the family members. Little attention
has been paid to the question of how computational agents ought to disclose to
users in AI-MC and the effects on family health promotion.

We explored the effects of promoting non-collocated family members’ healthy
lifestyle through Explainable AI-meditated Communication (XAI-MC). We
examined how XAI-MC would help non-collocated family members to engage
in conversations about health, to learn more about each other’s healthy prac-
tices, and as a result to encourage family collaboration via an online platform.
We are particularly interested in exploring the effect of bringing transparent Al
agents to the family communication. Specifically, we proposed to design a trans-
parent AT agent to mediate the non-collocated family members’ communication
on healthy lifestyles. In our design, the users could share healthy activities infor-
mation for enhancing family health awareness and engagement in a social media
application. In the platform (shown in Fig.2), a designate Al-powered health
chat bot was used to mediate family members’ communication on social media
by explaining the health recommendations to them. We adopted the explainable
health recommendations to address existing challenges related to remote family
collaboration on health through XAI-MC. The findings could help to generate
insights into designing transparent Al agents to support collaborating and shar-
ing health and well-being information with online conversation.

We conducted a week-long field study with 26 participants who have at least
one non-collocated family member or friend willing to join the study together.
Based on a within-subject design, participants were assigned to two study phases:
1) AI-MC with non-explainable health recommendation and 2) XAI-MC with
explainable health recommendation. We adopted a mixed-method to evaluate our
design by collecting quantitative and qualitative feedback. We found evidence
to support that providing transparent Al agents helped individuals gain health
awareness, engage in conversations about healthy living practices, and promote
collaboration among family members. Our findings provide insights into develop-
ing effective family-centered health interventions that aid non-collocated families
in cultivating health together. The experiment results help to explain how trans-
parent Al agents could mediate the health conversation and collaboration within
non-collocated families.

4 Usability, Explaniability and Causability

The two case studies present our preliminary findings to support our arguments
on the XAI is more than a matter of accurate explainable or interpretable mod-
els. Here we would like to draw a historical analogy to usability. One tension
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in contemporary Al is the perception that core system qualities like speed, effi-
ciency, accuracy and reliability might be compromised by pursuing objectives like
transparency and accountability for some form of diffuse explanatory value [9].
But though our understanding of qualities like transparency and accountability
is limited, this can be directly addressed to enhance the causability.

The trend of Explainable AI can be seen as analogous to usability: merely
simplifying a user interface (in a logical/formal sense) may or may not make
it more usable, instead the key to usability is a set of pragmatic conditions. It
must be satisfying, challenging, informative, intuitive, etc. We could conclude
that XAI is more than a matter of accurate and complete explanation, that
it requires pragmatics of explanation in order to address the issues it seeks to
address. One specific issue in XAT is that Al should be able to explain how it is
fair. Such an explanation will necessarily intersect with an accurate system model
but would be much more focused on interaction scenarios and user experiences.

On the history in age of 1980 simple noting of usability. Only saying keep
simple as stupid? Directly pursue the simple solution is not the same as usability.
User’s ability to trust of understand Al is not sufficient. Usability we don’t really
have a theory in these aspects. Usability is not equal to empirical evidence, to do
experiment with kind of explanations and exploratory interaction and explore
the consequence. The consequence could be part of the usability. Something
goes wrong, and the users need an explanation, i.e., we want to know what is
happening. Explanations could be an engagement. Active thinking and active
learning, user interaction and usability, and wrong and addition situations. Try
to understand the system model, but why do uses want to get this explanation?

Carroll and Aaronson [3] investigated a Wizard of Oz simulation of intelligent
help. They studied interactions with a popular database application and identi-
fied 13 critical user errors, including the application state people were in when
they made these errors. In this way, the help simulation recognized and guided
recovery from a set of serious mistakes. Carroll and Aaronson designed two kinds
of helpful information: “how-it-works,” explaining how the system model worked
to allow the error and leaving it to the user to discover what to do, and “how
to do it,” describing procedures the user should follow to recover from the error
and continue their task. They found that people often preferred help messages
explaining how the database application worked, for example, when it noted the
distinction between forms and data when users entered both field labels and
numeric values. When puzzled by the system, such interactions were satisfying
to users, but “how-it-works” messages particularly pleased users in answering
questions just as they were being formulated. Simplifying a user interface in a
logical/formal sense may or may not make it more usable. Key usability also
considers pragmatic conditions - systems must be satisfying, challenging, infor-
mative, intuitive, etc.

The field of human-computer interaction (HCI) coalesced around the concept
of usability in the early 1980s, but not because the idea was already defined
clearly, or could be predictably achieved in system design. It was instead because
the diffuse and emerging concept of usability evoked a considerable amount of
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productive inquiry into the nature and consequences of usability, fundamentally
changing how technology developers, users, and everyone thought about what
using a computer could and should be [4]. Suppose that AI technologies were
correctly reconceptualized, including the capability to effectively explain what
they are doing, how they are doing it, and what courses of action they are
considering. Adequate, in this context, would mean codifying and reporting on
plans and activities in a way that is intelligible to humans. The standard would
not be a superficial Turing-style simulacrum but a depth-oriented investigation
of human-computer interaction to fundamentally advance our understanding of
accountability and transparency. We have already seen how such a program of
inquiry can transform computing.
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Open Access This chapter is licensed under the terms of the Creative Commons
Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/),
which permits use, sharing, adaptation, distribution and reproduction in any medium
or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were
made.

The images or other third party material in this chapter are included in the
chapter’s Creative Commons license, unless indicated otherwise in a credit line to the
material. If material is not included in the chapter’s Creative Commons license and
your intended use is not permitted by statutory regulation or exceeds the permitted
use, you will need to obtain permission directly from the copyright holder.
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