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ABSTRACT
On-line reviewing systems have become prevalent in our society. User-provided reviews of local businesses have provided rich information in terms of users' preferences regarding businesses and their interactions in reviewing systems; however, little is known about how the reviewing behaviors of users can benefit businesses in terms of suggesting potential collaboration opportunities. In the current study, we aim to build a recommendation system for businesses to provide suggestions for business collaboration. Based on historical data from Yelp that shows two businesses being reviewed by the same users within a same season, we were able to identify businesses that might attract the same customers in the future, and hence provide them with a collaboration suggestion. Our results suggest that the evidence--two businesses sharing reviews from same users--can provide recommendations for businesses to pursue future collaborative marketing opportunities.
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INTRODUCTION

The effect of agglomeration economies is always an interesting research question for urban economic studies. Agglomeration economics is defined as businesses that benefit from their location, shared histories, or workers found near each other [3]. As a result, businesses can share commercial interests, due to economic scale and network effects. Hence, complementary and substitute businesses tend to cluster near each other. For example, the gas stations may locate themselves close to supermarket to attract drivers to refill their cars and perform grocery shopping in the same area.

Alternately, similar restaurants may open in the same areas to attract customers with the same tastes. Through city urbanization, these clusters usually gather naturally over a long term, but local businesses can benefit more if we can distinguish potential collaboration opportunities in advance. This turns the talk of suggesting collaboration among local businesses into an interesting research problem.

Online reviewing systems like Yelp have become popular destinations in our information society, where people can search for and review businesses, as well as interact with friends. The rich data from these systems provides plenty of opportunities to provide meaningful personalized recommendation results, based on users' historical data. Different approaches have arisen to study personalized recommender systems like these, such as those that are based on user interests [11], social factors [5] and heterogeneous networks [16] to help users browse, search, and explore the system, given their own preference of information. However, little attention has been paid to the recommendations from the business side. As a crowd-sourced local business review and social networking site [9], Yelp provides users with options to share reviews on businesses. These shared reviews allow us understand the latent relationships among different businesses. If two businesses receive overlapping reviews from the same group of users, we can infer that they share the same targeted consumer
groups. This provides a different angle to observe and analyze the economic behavior that occurs between businesses.

In this study, we build a review network among businesses, based on user reviews on Yelp. The goal of this study is to predict the likelihood that two businesses will attract the same user's review in the future. The key to fulfilling such a prediction task is the predictor selection [14]. This study further considers various prediction features, including geographical distance, reviewing network, the fuzzy-businesses vector, and content similarity. The experimental result supports the effectiveness of the proposed features, as the prediction model is improved by 31% in AUC value. Based on the result, we aim to build a recommendation system for businesses on Yelp that is dedicated to making suggestions for businesses that share the same target consumers. The system will allow local businesses to easily reach out for potential collaboration opportunities.

The remainder of this paper is divided into six sections. We firstly review the related work of recommender system in section 2. In section 3, we describe the dataset and its pre-processing procedures. In section 4, we discuss the approach of feature selection and experiment setting. The experimental result and prototype system will be shown in section 5. Finally, we summarize our findings and future research directions.

RELATED WORKS

A recommender system is used to process, digest, and provide users with meaningful personalized suggestions. One line of research focuses on developing personalized recommendation systems. For instance, [5, 8] have tried to build recommender systems based on the social network of Yelp and user profile information. [5] proposes a unified and personalized recommendation model that is based on probabilistic matrix factorization to explore three social factors in the Yelp network: personal interest, interpersonal interest similarities, and interpersonal interests as a whole. [8] uses the side information of users, based on a set of sparse linear methods,
to improve the performance of conventional recommender systems. In the meantime, \[1:3\] ha’3adopted a global search approach to collect external data to obtain a people-collaboration recommender system in conference.

The variant information can be combined into heterogeneous networks for recommendation tasks. \[16\] builds an attribute-rich heterogeneous information network of Yelp reviews and combines various related information from the network with user feedback to provide high-quality recommendations for users. While much prior research has focused on providing recommendations for users based on their similar interests in businesses, social structure, or participation in reviewing systems, little attention has been paid to the relationships between businesses. However, understanding relationships between businesses and further developing a recommendation system for businesses could be beneficial in many different domains, especially in collaborative marketing and location-based recommendations.

Precise user modeling is the key to providing meaningful recommendation results. However, in a real-world recommender system, user preferences are usually vague or may be incomplete. For example, the preference of a movie might be represented as a rating (1-5 stars) and a genre (scary, action, and so forth). As a result, it is challenging to combine the two features into user modeling. The study of \[17\] pro- posed the fuzzy-set theoretic method (FTM), which offered a series of methods to manage non-stochastic uncertainty. This approach defined the representational method, aggregation method, and similarity measures for a content-based recommender system. Fuzzy logic is widely used in \[10, 18, 15\] for recommender systems.

DATA

We adopted the Yelp Dataset Challenge dataset\(^1\). This dataset

\(^1\) http://www.yelp.com/dataset_challenge
contains 61,184 businesses and 12 million reviews from 10 cities across 4 countries. The type of businesses included is diverse, and includes restaurants, bars, clubs, and many others. The dataset also includes business metadata, such as geo-location, categories, open hours, and other attributions. We filtered out the businesses who shared fewer than 2 reviews with any other businesses. Based on this criteria, we obtained a shared review network with 24,593 nodes and 2.17 million edges. Each edge is included with comment text from users.

We conducted a preliminary exploration of shared review networks within the dataset. Figure 1(a) shows the scatter plots of geographic distance and user comment overlap. In this plot, we can observe the relationship of comment overlap over geographic distances. Unsurprisingly, businesses that are close together seem to share more reviews. The distribution follows the power law, which means the businesses share reviews in a near distance. However, note the second spike, around 190 to 300 miles. It is interesting that a group of users tend to comment on the same stores over a long distance (exceeding normal urban territory). When further exploring these data points, we find that most of the reviews land in Las Vegas and Phoenix area (See Figure 1(b)). This pattern indicates review behavior across two popular tourist cities. This pattern also implies that people travel between these cities and write a review on Yelp, even from a long distance. These results support the cycle of agglomeration economies over either a short or long distance.

APPROACH

Problem

We focus on the link prediction problem for a shared review network among businesses with Yelp reviews. We define the review network as $G = (V, E)$, in which each edge $e = (u, v) \in E$ is an interaction between stores $u$ and $v$ at a particular time, $t$. Here, the interaction is defined as a connection in terms of sequential user reviews. We can construct a shared
review network, based on user review information. Our goal is to predict future reviews at $t' > t$. In other word, the goal is to find a review link that will be formed at a future time $t'$, based on data observed at time $t$. We can treat this as a binary classification problem to distinguish the positive/negative links at the future time $t'$.

Baseline

The content-based approach has been widely used in many different recommender systems [13, 11, 15, 18, 17]. In this study, we adopt the content similarity of Yelp reviews as a baseline. For each business, we aggregate all its reviews into a long text, called comment text. The similarity between two businesses will be represented by the degree of their comment text similarity, which can be calculated with a vector space model (VSM) [12].

The VSM is an algebraic model for representing text documents as vectors. Each document is presented by a high-dimensional vector in the space of words, where each entry corresponds to a different word, and entry value is the number where that word appears in the document. Using VSM, we could obtain a term-document matrix. However, not all terms (or words) are equally important; for example, 'as' is less important than 'aspect' in context. We want to put less discriminatory power on the term in the collection that occurs more frequently. Therefore, we have adopted a classic VSM, which is known as a term frequency-inverse document frequency (TF-IDF) model. The weighting for document dis d is $V_d = [W_{1,d}, W_{2,d}, ..., W_{N,d}]^r$, where $W_{t,d} = t_{t,d} \cdot \log \frac{|D|}{|D'|}$ and $t_{t,d}$ is the term frequency of term in document $d$. $\log \frac{|D'|}{|D'|}$ is the inverse document frequency. $|D|$ is the total number of the document set; $|D'|$ is the number of documents containing the term $t$. 
Figure 1: (a) Scatter plots of geographic distance and user comment overlap of all Yelp datasets. This distribution shows the two spikes through geographic distances between businesses. The distance within 100 miles follows the power law distribution; namely, that the closer businesses share more customer reviews. The distance of between 190 to 260 miles show a normal distribution that two or more cities shared a review over a long distance; (b) shared review network between 10 cities within the Yelp dataset. The cities that shared more reviews will generally be close to each other. For instance, Las Vegas and Phoenix shared more reviews between each other, while Karlsruhe and Waterloo have limited shared reviews with other cities farther away.

The specific steps that we used to adopt VSM on businesses’ comment text are shown as below: 1) Stopwords (such as a, about, an, are, etc.) were removed, because they help construct sentences but do not represent any specific context of reviews. We also did a word-stemming to remove the suffix of each word. For example, 'eat' and 'eating' could be substituted by the single term 'eat'. The remaining words were used to create a term frequency matrix. Second, the comment text of each business could be presented by a high-dimensional vector in our word space. Each entry corresponds to a different word, and entry value is the frequency of that word repeating in this comment text. Third, we used TF-IDF to calculate the re-weighted term frequency vector for each business. Finally, the similarity
of comment text between the two businesses is calculated by the Euclidean distance of their vectors.

**Fuzzy Business Vector**

The similarity of two businesses can be obtained from shared characteristics [4]. There are various attributes to describe a business, with which we can construct a high-dimensional space to hold all businesses, and each business can be represented as a vector. Given the hypothesis that similar businesses share more similar descriptions than different businesses, similar attributes can be extracted from similar businesses, and will give a short Euclidean distance for these two business vectors. Based on the Yelp data set, selected attributes are: business category, review count, business star, open hours, and an attribute combo, which includes WIFI, parking, credit card acceptance, and other attributes of the business. The same weights are given to all dimensions.

For dimensions with numerical values (like review count), we can simply use their numerical values to calculate the Euclidean distance. On the other hand, to calculate two businesses' Euclidean distance in a categorical dimension, like business categories, we adopt an FLM (fuzzy set theoretic method) [17] as a way to represent the business vector similarity between two businesses. FLM is characterized by its membership function, which is defined as $u_a(x) : x \in X \rightarrow [0, 1]$, where $X$ is a domain space. We use two businesses' attribution intersection divided by attribution union, which can be defined as $Sim_{BusinessVector} = \frac{A \cup B - A \cap B}{A \cup B}$ where $A$ and $B$ are the business attribution value sets.

**Review Network**

Finding the right features is the key for the prediction model. For link prediction, it is necessary to extract the features that represent some properties between two paired nodes in a network. In Yelp, users can review their comments of the visited businesses. In previous studies [13, 11,
15, 18, 17], the network is defined as a user's social network or coauthorship network. In this paper, the goal is to recommend potential collaboration opportunities for local businesses. Hence, the review network is built by shared reviews. For example, if 2 users have reviewed businesses A and B at the same time, then we define a link between A and B with weight equal to 2. Based on this network, we consider 4 classic network proximity features as predictors [6].

1) Common Neighbors (CN): The CN [7] of two stores x and y is computed as $Sim_{CN}(x,y) = \Gamma(x) \cap \Gamma(y)$, where $\Gamma()$ indicates the set of neighbors of the given stores x and y. Here we define the set of neighbors as all stores with shared comments observed at t.

2) Jaccard Coefficient (JC): The JC [2] measures similarity between finite neighbor sets. Here we defined neighbor sets as a shared review at time t. For any two given stores, it is the intersection of their shared review divided by the union of their shared review. It is computed as $Sim_{JC} = || \Gamma(x) \cap \Gamma(y) || / || \Gamma(x) \cup \Gamma(y) ||$, where x or y is the given business and $\Gamma(\cdot)$ represents the shared reviews they have.

3) Adamic/Adar (AA): The AA [1] is a typical local network similarity measurement that considers a weighted parameter between network nodes. The weighted parameter $w$ is defined as $W_{x,y} = \frac{1}{\log(z)}$ where z is the shared neighbors between businesses x and y. We then extend the function to $Sim_{AA}(x,y) = \sum_{\gamma(x) \cap \gamma(y)} W_{x,y}$, where we sum the shared reviews between businesses x, y and multiply by the weight w.

4) Geographic Distance (GD) [14]: The GD is used to measure the actual geographic distance between two businesses. We used the Haversine formula to compute the geographic distance between two points on earth, based on longitude and latitude data. Then the formula can be defined as:
where \( r \) is the radius of the sphere, \( \Phi_x \) and \( \Phi_y \) are the latitude of businesses \( x \) and \( y \), and \( Ax \) and \( Ay \) are the longitude of businesses \( x \) and \( y \).

**EXPERIMENT**

**Design**

Let \( B_t \) be the set of businesses who shared reviews in year \( t \), and \( B_{t'} \) be the set of businesses who shared at least two reviews in year \( t' = [t+1] \). To predict a shared review link, we divide \( B_t \) into two non-overlapping partitions. The first partition is selected as the training data set and the later partition as the testing dataset. We use \( B_{t'} \) as a ground truth to generate the positive and negative link. The positive link is established among the businesses that have at least two shared reviews in \( B_{t'} \), and the negative link is established among those who have no shared reviews record in \( B_{t'} \).

We divide the whole dataset into 4 seasonal partitions from 2013 to 2014. We will predict the shared review link in \( t' \) years, based on the feature information in time \( t \). We also limited the ego network to 4 hops, because this covers the most possible review links. However, the positive and negative links are unbalanced; the negative links are much greater than the positive links. Hence, we randomly choose 1:1 positive and negative links to represent the performance of our proposed model. All the performance measures will be reported by the averaged values of 10-fold cross-validation.

We adopt logistic regression as a classifier in this experiment. The classifier performance is measured by F-Score and AUC as merits to evaluate the model performance. First, the F-Score is calculated by the harmonic mean of precision and recall for which the formula is
Second, the area under the curve (AUC) that is the merit of the classifier will rank a randomly chosen positive instance than a negative instance. A higher AUC value means a higher accuracy rate of the classification model. We divide the proposed features into three classification models: 1) content-based baseline; 2) network-based baseline; and 3) a hybrid model. The content-based model is considered to have two features: a fuzzy business vector (BV) and content similarity (CS). The network-based model includes common neighbors (CN), the Jaccard coefficient (JC), Adamic/Adar (AA) and geographic distance (GD). The hybrid model is combined with the two models above.

Results

In Figure 2, we present the seasonal experiment results with three classification models. Similar performance patterns are shown across four different quarters. There is a major performance improvement between the content-based model and the hybrid model. In detail, the hybrid model is better than the content-based model by 16-17% and the network-based models by 11-15% in its F-score. Moreover, the hybrid model is better than the content-based model by 31-33% and the network-based models by 4-5% in AUC. The hybrid model outperforms the other two models and supports the effectiveness of this prediction model.

Hence, this result helps to predict potential collaborative opportunities between businesses, based on empirical data. Our experiment proves that the business can predict future review links, based on the hybrid model. The best case is shown on quarter 2 with 86% AUC value. This evidence indicates that the classifier is both effective and useful. This finding suggests a further analysis of the economic behavior from a different angle and to further design a local business recommender system. In other words, the hybrid features are effective to fulfill a recommender system for the local businesses that shared the same group of user reviews. This finding may
help local businesses to discover potential collaborative opportunities and benefit from common commercial interests.

Prototype of Recommendation System

Figure 3 shows the demo recommendation system based on the proposed prediction model. We ranked the recommendation result list, based on predicting their likelihood, and plotted them in a map layout. In our demo system, we bundled a Google Map service to provide an AJAX-style user interface. The recommendation result can be used to discover potential commercial opportunities between businesses. For example, a local restaurant might find a link with a nearby nightclub, supermarket, or dessert shop. The businesses may initiate collaboration through the system suggestions. Moreover, in a map view, the business can explore collaborative opportunities by scaling the geographic distance, to find collaborative opportunities across cities. For example, note the potential for business collaboration between Las Vegas; and Phoenix. Some of the businesses may actually link through the same group of customers. Based on this recommender system, businesses can discover a hidden value, even over a long distance.

DISCUSSION

In the current study, we propose an effective methodology to predict the likelihood that any two businesses attract the same group of target reviews by using historical Yelp data. We build a review network that connects two businesses if they received reviews from the same users, and further present a prediction model that integrates networks, fuzzy business vectors, and content similarity features. Our experimental results suggest that the model performs relatively well in predicting future links between businesses. The best case is outperforming the baseline model by 33%. Furthermore, our prediction model can be used as a core model in a business recommendation system that can generate a list of businesses that
will potentially attract the same target customers to each business.

Figure 2: (a) The experiment result of F-Score: in all seasons, the performance of Hybrid model is better than content-based models by 11%; (b) The experiment result of AUC: in all seasons, the performance of Hybrid model is better than content-based model by 31% and network-based model by 4%.

Figure 3: A location-based view of the recommendation result for a local business in Pittsburgh. This result provides the information of potential collaborative opportunities to the local business.

The major contributions of this study are: 1) to the best of our knowledge, this is the first work to build a review network for local businesses to enable collaborative prediction and recommendation. We use user-centric community data to analyze the economic and business value. Second, our proposed prediction features largely outperform the base-line model by 33%. This finding indicates the need to further build up a recommender system for local businesses. Finally, we provide a beta version of a
location-based recommender system that local business can use to explore the distance-free potential collaborative opportunities, and that may realize a benefit through shared commercial interests.

We acknowledge the current work also has some limitations. Although we present the prototype of business recommendations system using the prediction model, the performance of the recommendation system needs to be further evaluated. In this case we do not have a baseline to compare our system with, so we plan to conduct a user study to evaluated the overall usefulness and satisfaction of the recommendation results. Also, in the current study, we built the review network based only on the binary variable that a same user comments on both businesses, but that does not consider the variance of shared reviews. It is possible that the positive or negative relationship in the shared-comments network can also contribute to the prediction task. Hence, further investigation into the different ways of building review networks is needed to improve the prediction task. Hence, further investigation into the different ways of building review networks is needed to improve the prediction model. Beyond that, understanding the geographic difference in consuming patterns and mining the costumer shopping sequence are also some future directions for our research.

REFERENCES


