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Vehicle Detection and Tracking
By Computer Vision for
Intelligent Transportation Applications

Peijun Shi, M.S

University of Nebraska, 2003
Advisor: Dr. Qiuming Zhu

The research of this thesis is generally divided into two phases: the first phase
deals with background image generation and vehicle detection, the second phase deals
with vehicle tracking and video handoff. We propose median model in this thesis for
background generation in vehicle detection. This median model is adaptive to lighting
change and weather condition change in that it only samples a small size of recent images
for background generation. An improved median model is also developed to handle slow
moving vehicles and stationary. A robotic detector (without human supervision) is
proposed by assembling a series of image process operators together and a satisfactory
result is obtained. In the second phase, the weighted intensity information and shape
information for each vehicle is scored and minimum-distance classification method is
used for vehicle match. More than 400 vehicles are tested. An overall detection rate of

97.6% and tracking rate of 74.45% are obtained in this system.
Keywords:

Background subtraction, vehicle detection, vehicle tracking, object classification
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1. Thesis background and introduction

This research project provides computer vision support for vehicle detection and
tracking in a framework of Information Management Support (IMS) for Intelligent
Transportation Systems (ITS). All required research facilities for ITS is located at the
Intelligent Transportation Systems Information and Infrastructure Laboratory (I’ Lab)
in the Peter Kiewit Institute, University of Nebraska at Omaha, which has the
capability to act as a Traffic Management Center (TMC). Two intersections (67" ST
apd Pacific ST, 69" ST and Pacific) are signalized with video camera detection. Video
detection is also available at two mid-block locations between these two intersections.
The real-time traffic video and data streams are delivered through fiber optic cable to
the I’ lab.

1.1 Traffic detectors

One of the important goals of ITS is to reduce traffic congestion ). To fulfill this

goal, vehicle detection and accident detection techniques are necessary. The current

techniques for vehicle detection are 2,

1) Inductive loop detectors (sensors).

2) Video Detection and Closed-Circuit Television (CCTV).
3) Microwave detector.

4) Ultrasonic detector.

5) Magnetic detector.

6) Infrared sensors.



Inductive loop and CCTV are the predominant surveillance teéhnologies in use
today. Inductive loop detector includes an insulated wire loop buried in the roadway,
a controller and an electronic unit. The inductance of the wire loop changes when a
vehicle passes the wire loop. This inductance change stimulates the electronic unit to
send a pulse to the controller, indicating a detection of a vehicle. Inductive loop is
usually installed at 0.5mile intervals on roadways or on approaches to signalized
intersections in existing urban traffic systems. Each detector is controlled by a local
processor or a distributed processor to provide an interface to TMC®!,

CCTV detectors are used in both intersection traffic detection and freeway
surveillance systems. They are typically installed at 1-3 mile intervals on freeways
and on approaches to signalized intersections. Video images are transmitted to the
TMC, displayed on video monitors and further processed on PC for detection and
tracking. CCTV usually involves twp parts: an above-the-road camera and a video
image processor (VIP). VIP provides software and hardware support for image
processing and provides an interface to TMC. The real-time traffic data streams are
digitalized and analyzed in VIP. The VIP can be located in the camera assembly or in a
location separate from the camera. Recently, more intelligent software was introduced
in VIP, so the VIP can automatically.extract the traffic features and communicate
directly with traffic control devices. VIP system is not only cost-effective in term of
system maintenance, but also outputs a much larger set of traffic parameters such as

vehicle detection, classification, tracking, count, speed measurement, lane specific



information and driving pattern as well as live image!®.

There are also some other detectors currently available. They have their own
advantages and disadvantages. The ultrasonic detector is easy to install and use but
may be sensitive to temperature and air turbulence. The microwave detector performs
well in inclement weather and could directly measure vehicle speed, but can not detect
stopped vehicles or vehicles moving less than approximately 5 mph. Active (transmit
and receive) infrared detector can directly measure vehicle speed but has potential
degradation by obscurants in the atmosphere and by inclement weather.

1.2 Traffic analysis and traffic control

Traditional traffic control focuses on reducing traffic congestion and detecting
accidents. For traffic congestion control, some of the current ITS work effectively. But
for accident detection, most current systems fail at to perform properly. For example;

(1) Only a small fraction of accidents are detected by using the‘current automated
detection systems. Most accidents are declared to the TMC by passing motorists,
traffic advisory aircraft, or highway patrol.

(2) Current detection system depends highly on experience and personal judgment
of the TMC operator. This is labor intensive and not efficient for handling the
dramatically increasing traffic situations 2

Our Information Management Support (IMS) has the potential to significantly

improve the performance of the current TMC in traffic control in the ways such that (€1,

(1) The IMS makes intelligent decisions. There are some traditional vehicle detectors



such as ultrasonic detectors, sound detectors, inductive loops and pneumatic sensors.
These detectors are used for vehicle detection and vehicle number counting. They can
only make a binary decision: if there is a vehicle on a certain spot. They are not
intelligent enough to distinguish individual vehicles according to their specific image
information. For more intelligent transportation system, such as vehicle tracking,
traffic accident analysis and driving pattern analysis, computer vision technique is
imperative. (2) In addition to the accident detection routine, our IMS also tries to target
dangerous driving patterns and catch dangerous drivers, which could prevent a traffic
accident before it takes place.

1.3 Thesis objective

A general IMS for Intelligent Transportation System involves several different
scientific disciplines such as transportation engineering, computer science and systems
engineering. It includes different kinds of tasks such as traffic data collection and
pre-processing, object detection and video handoff, and traffic pattern analysis. The
objectives of my research in the IMS development are:

(1) Video handoff and vehicle tracking. ‘

(2) Traffic flow information extraction.

(3) Driving pattern analysis.
To achieve these goals, the research is divided into three phases:
(1) the image acquisition and pre-processing phase,

(2) the vehicle tracking and hand-off processing phase, and



(3) the traffic video understanding (driving pattern recognition) phase e

The first task phase involves hardware installation, data transmission, data storage
and data pre-processing. It is known that video images are 2D projections of 3D
objects. When projecting from 3D to 2D in an imaging process, the information of one
of the dimensions is lost. Such loss inevitably causes some perception errors. Another
issue in tasks of this phase is the handling of signal noises. When data is transmitted
via cable, considerable noise is added. The first task phase needs to take care of
correcting these errors and filtering the signal noises .

The second task phase (ie, vehicle identification and video handoff) is more
specifically related to providing a computer vision support for the transportation
system so that the system could interact with real time traffic and make intelligent
decisions based on the traffic pattern analysis results .

After noise-filtered and quality-enhanced image frames are obtained from the
first phase, the second phase process attempts to identify the individual vehicles from
the consecutive views, and mark the individual vehicle with a unique and traceable
label. The majority of the thesis deals with these issues. In our experimental setting the
camera locations are fixed. Thus the field of view for each camera remains constant.
This setting allows us to use “background-subtraction” method for vehicle
identification. The tasks of this phase can be further divided into following five steps:

(1) Generate the background image.

(2) Subtract the background from target image.



(3) Remove noises that come from the previous step.

(4) Connect the pixels of individual vehicle into one object and label each
vehicle respectively.

(5) Video handoff by using object-match technique.
Major challenges for these tasks are:

(1) Environment factors such as weather condition and illumination condition
change by the time of day or night. The vehicle detecting and tracking system
must be adaptive to such condition changes and develop a set of effective image
processing algorithms to handle these situations.

(2) Images delivered to TMC are real time so the algorithms must be capable of
producing real-time outputs, and pass the outputs to the next phase promptly.
This needs to be done to allow the IMS to make real-time intelligent decisions
for TMC.

Figure 1 shows a flow chart of tasks to be performed:

.| Background .| Background
Camera > . .
Generation Subtraction
A
Vehicle P - Vehicle p : Noise
Tracking Detection Removing

Figure 1! Flow chart of task phases of the project




2. Review of Previous Related Research

2.1 Summary of previous works on background subtraction

Object detecting using computer vision technique in ITS can be divided into two
main categories: (1) Motion analysis (such as optical flow) concentrating on the
analysis of moving objects, and (2) background subtraction concentrating on stationary
background generation.

Motion analysis uses the frame-difference approach to extract the motion features
from image sequences. It includes three different methods "
® Difference with background
® Two frame difference
® Three frame difference

The difference image Dy, is defined as:

D, @, )= 1,0 )= 1,0, )]

The basic idea is to extract motion features by using the difference image:
® Stationary region: S, ={P(i, j)e I,|D,(, j) =0}
® Moving region: M, ={P(i, j)e I,|D,(i, j) # 0}

The motion analysis technique requires various parameters and is expensive in
terms of computational time compared with the background subtraction approach 8,
‘Background subtraction is straightforward and fast, which is important for real time
traffic analysis. For motion analysis method, static background information is of little

use. This is a waste of information since background can provide information about



illumination changes as well as stable information of the scene. Moving object
detection is appropriate if we only interested in moving objects and want to detect,
track and extract specific features from these moving objects. Static background,
however is another way which can make things easy in ITS. Once a background
reference image is built, the moving objects could be easily separated from images by
simply making a comparison between the current image and the background reference
image.

The basic idea to build the background reference image is quite simple: sample the
multiple intensity values on each pixel by time, and find the most stable values over
images. Based on this idea, several different strategies are proposed such as time
average, exponential forgetting, classified updating and mixture of the Gaussian
model.

Background subtraction has always been an interesting field in computer vision.
Since video camera is been widely used in traffic control, shopping mall, stadium,
security building and anywhere its usage is warranted, the potential market is
understandable.

2.2 Time average technique

Time average or sequence average is a method that was proposed several
decades ago. It uses a long-term time average of an image sequence to produce the
reference background image. This strategy assumes that if we expose our vision

system to a background much longer time than to moving objects, then what we get is



roughly a background image. The background will eventually dominate the sample

values and the average value will give us a good estimation of the background image:

1 !
B(x,y,t)=;21(x,y,t')

=1
The underlying principle is still being used today with a model of Gaussian
distribution. In Gaussian distribution, the mean value of sampled values has highest
probability density and could be used to represent the background value. The
shortcoming of time average technique is that: the pixel is not classified, and
therefore all information (including non-background noises) is used for background
generation. Noise may be significant when objects are slowly moving or occupying a
large portion of the image region. Another disadvantage of this technique is that each
image has the same weight in background generation, so the effect of illumination
change is a problem for this strategy 1

2.3 Edge detection method

It is observed that when a pixel represents a background, its intensity value tends
to be relatively more stable than the non-background pixel. When a pixel is related
to a moving object, ité intensity value randomly changes in a larger range. Therefore
if we record and analyze the pixel intensity values over time, pixels represent the
background and the moving object can be distinguished.

‘The boundary between the relatively stable pixel regions and the significant

changing regions can be detected by finding some sharp intensity changing image



10

features called edges. The average value of pixel intensity for pixels not near the edge

in a time sequence can be calculated and used for background estimation.

Time

>%
v

AN VA e
Figure 2: Edge detect background

As shown in Figure 2 above, values in oval shape “A”, “B”, “C1” and “C2” are near
edge values and will be deducted from background calculation.

Edge information could be used to improve the general time average method.
In this method some possible vehicle pixel values are deducted, and only possible
background pixel values are used for background calculation. The idea is generally
correct but it still has a problem: when a vehicle is slow moving, like “C” in figure 2,
a large number of vehicle pixels will be considered as background pixel values even
though they are far away from edges (o1,
2.4 Smoothness detection method

As contrast to edge detection, smooth detect is used to find a smooth region in a
trace of pixel intensity values. It is based on the same idea as the edge detection:
background intensity is relative stable. In this method, a slide window is used to
move along (in time) in the trace of pixel intensity. When all pixel values within a

slide window are in a certain range, it’s considered as a smooth region. By

repeatedly moving the slide window to the next pixel until all pixel values are
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touched, the average intensity of all smooth regions is calculated and used as

background pixel intensity estimation. This method is illustrated as in Figure 3:

=\ R

I l Y »

Figure 3: Smooth detect background

The size of the slide window is a very important parameter in the above process.
If the size is too small, then it may classify some slow moving vehicle pixels to
background. Otherwise it would be hard to find a positive match of background pixel
intensity. Different smooth regions may need different sizes of the slide window
otherwise slow moving pixels can also be classified as background.

Another parameter in the above process is the threshold of the intensity value
resulting from the slide window. The threshold is used to determine if the region is
smooth enough. A different region may need a different threshold. It is somehow
difficult to find both a reasonable different size and a threshold value for a different
region so that the system can make the right decision about the background
identification !,

2.5 Exponential forgetting
Exponential forgetting is a background updating method based on time average.

This method was proposed for trying to make the background model more adaptive

to most recent illumination changes. In this method, the intensity values are
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weighted, and the most recent value has the most significant weight. It counts the
contribution of an image to the background image according to time, illustrated by
equation ')

B(x,y,t)=(1-a)B(x,y,t=1)+ad(x,y,t)

This equation shows that the most recent images and past images have different
contributions to the background intensity determination. When recursively using this
formula (suppose a=0.5), what we get is an exponential equation:

B(x,y,t) =0.51(x,y,t)+0.5% I(x,y,t =) +...+ 0.5 I(x, y,t — n)

Past images have exponentially decreased contributions to the generated
background image [12]. By doing this one can make the calculated background
image represent the most recent illumination change.

Another method in background pixel identification makes use of the
Kalman-filtering strategy. It is different in that a prediction is produced as a reference
image. The machine needs to learn the difference between the prediction and the

actual image, and use this learning ability to improve the next prediction (21

2.6 Mask Classified Updating
Classified updating is a different method from exponential forgetting in that the
pixel sequences are classified into background pixel class, shadow pixel class and

object pixel class, respectively. This method is intended to improve the background

updating performance.

[13] [14]

In Surendra’s works , an object mask was used to classify pixels into
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background and vehicle pixel. This allows us to update the background only using
 the classified background pixel. However, this method has a problem with slow
moving vehicles that will cause error classification of the pixel classes.
2.7 Gaussian distribution model

"Gaussian distribution is a widely used model to describe the distribution of
random variables, such as the background intensity value in this research. Gaussian
distributions have many convenient properties, so random variables with unknown
distributions are often assumed to be in Gaussian distribution according to the central
limit theorgm. This theorem tells us that the sums of random variables tend to be
approximately normally distributed under certain conditions. Because of its
convenience in modeling and analysis, even if a distribution is not truly normal, often
it is still approximated as a normal distribution in many applications, as long as such
approximatidn is within the certain limit of error estimation. In this case, we can
describe the entire distribution by simply a mean and a variance parameter.

The probability of a certain pixel intensity occurring depends on whether this
certain intensity value is close to the mean value of the samples. For example, in the
traffic scene imaging process, if we sample a group of pixels in a certain period of time
then most values of the pixel in a background region would be in a narrow range that is
close to the mean value of the Gaussian distribution. Only a few values drift out of
this range because of object intruders and shadow. This observation could be

quantified by probability density function (PDF) 1,
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. L oy
f)= \/—Zzaem[ 5o (x-w) ]

where -0 < X < o and ¢>0 for some parameters p and o.

The PDF of Gaussian distribution could be plotted as figure 4:

pu+c

Figure 4: Gaussian distribution

PDF of Gaussian distribution is plotted as a bell-shaped curve, with the most
frequently value occurring at g. The curve is symmetric around p. p and o? are the
expected value and variance of this pixel sample respectively!'®. A more specific
mixture of three Gaussian model was proposed by N.Friedman!'” to model image
pixel intensities for vehicle shadow and slow moving objects. When a vehicle is slow
moving, the object intensities may dominant the bixel samples. The single Gaussian
model thus tends to make a wrong decision that considers vehicle pixels as background
pixels and updates background using the wrong pixel information. Single Gaussian

model may also consider shadow as moving vehicles. In the mixture of three Gaussian
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model, distribution of a intensity value at pixel (x,y) is calculated as weighted sum of

three distributions ry y(road),sy ,(shadow) and v, (vehicle):

ix_y = wx‘y.(rx_y,Sx_y,Vx‘y)

In this research, the mixture of Gaussian model was chosen to represent multiple
intensity distributions where each distribution is believed to have its own texture or
structure that provides different ranges of intensity values in the same image '®). The
mixture of Gaussian probabilistic approach classifies pixels into shadow, vehicle and
background (road) classes. The method makes background calculation using only
those pixels that are classified as background pixels. We assume that each of the
ranges of background intensity values is approximately in Gaussian distribution.
Figure 5 shows that pixel samples on a pixel by time could be fitted in a mixture of 3

Gaussian models.

v

Figure 5: Mixture of Gaussian model

“A” represent shadow, “B” represents background and “C” represents vehicle. “A”
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and “B” could be easily fitted to a Gaussian curve, but “C” is not so easy.
The mixture Gaussian model not only allows us to correctly update background
without noise interference from vehicles, but also handles shadows properly.
Associated with the mixture of Gaussian model is the mask updating. Mixture
of Gaussian and mask updating has the same idea: before updating the background
pixel must be classified. Otherwise, the vehicle pixel will cause noise.
Doihg so leads to an improvement in the time average and exponential forgetting
methods. However, the mixture of Gaussian has its own problems. The Gaussian
distribution may be used to describe the distribution of vehicle pixels where the actual
distribution may far from Gaussian distribution.

Overall, the above mixture 3-Gaussian model is efficient for background modeling
in case the view of camera is static, such as in an office environment and roadway.
Some outdoor scenes such as forest-like environments contain lots of leaves and
brushes. Outdoor wind may make these leaves and brushes move around in high
speed, thus causing a non-static background. Background change depends on the
strength of the wind. For example, outdoor wind may make a pixel change from sky
to leaf, or from leaf to brush very quickly causing a pixel to be a mixture of different
things with different texture and color.

Elgammal "' uses a generalized K Gaussian model to handle this non-static
background in outdoor forest-like environment. The generalized mixture of K

Gaussian model calculates the PDF of each pixel intensity value X, at time t by a
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kernel function k 2%

N
P(X)=~ L k(X, ~ X))

is]

This PDF can estimate the probability density by using the most recent
information so it is adaptive to quick small background changes in a forest-like scene.
Since we mainly deal with city traffic scenes in this research, the forest model is of less

interest.
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3.Vehicle detection (1): Median model

3.1 Median model

Background image generation is the first and the most important step for
applying the background subtraction method to detect vehicles. There are different
ways we can use background image generation as shown in the previous section. In
this section, we discuss a median model that is developed in this research for
background generation and application of the background for the vehicle detection.

As we have discussed in last section, a critical issue of background generation is
handling the background changes over time. It is important that background
generation model use features that either adapt to these changes or are invariant to
these changes. Another issue when vehicles move very slowly or stand still for a
while is how to distinguish them from background. In our project most image
sequences are taken at the intersection of the road so that vehicles move relatively
slow and possibly stationary. Exponential forgetting or time average will fail in this
case because both of them will not avoid treating some stationary vehicles as

background thus producing a corrupted background image (Figure 6).

Figure 6: Corrupted Background image when vehicles are stationary
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Since classified the updating technique uses only background information to
update background‘ representation, error classification is a very common problem
when vehicles are stopped at an intersection. In this case, stationary vehicles will be
classified as background thus being used for background updating. For example,
Surendra" used a binary object mask to distinguish the foreground pixels and
background pixels. The object mask is obtained by subtracting the current image
from current background. In a stationary situation the current background will be
noise corrupted by stationary vehicles and thus produce an incorrect object mask and
pass this incorrect classification down to next step.

When using a mixture of Gaussian model, sometimes the vehicle pixel samples
are far away from Gaussian distribution, thus causing an error classification.

For this project, the most critical considerations are: be adaptive to illumination
change; handle slow moving or stationary vehicles and be applicable in a real-time
image processing system. The median model is proposed based on these
considerations.

3.2 Introduction of the median model

In this project we focus on dealing with slow moving or stationary vehicles,
illumination adaptation and time complexity in generating background images for
vehicle detection. We ignore the effect of shadows in this project.

We model the median of a pixel in an image sequence as in Gaussian

distribution N (i, 0°) when the sample size is large enough. This means that in a
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certain period of time a pixel is classified as either belonging to the background or to
objects. We assume the combination of the object sets and background sets
provides a complete picture of an image.

If we sort the pixel sequence, we could get one background set and two object
sets. The background set is in the middle of two object sets and represents the flat
region. The reason is that in a certain period of time the background intensity does
not change too much and it is in normal distribution. On the other hand, if the
objects are totally random intruders, then their intensity values are also random. They
may either lessen the background intensity value or increase the background intensity
value. When the sample size is large enough, two objects sets are statistically equal.
This makes the background set locate exactly in the middle of the pixel sequence.

We call it the balanced median model. (Figure 7):
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Figure 7: Balanced median model

In the balanced model the median is within the background set. We can use

the median to estimate the background intensity in this case. Sometimes the object
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sets may occupy a large portion of the sequence and the background set interval may
be very small. In this case as long as the sample size is large enough and the pixel
sequence is in the balanced median model, the median could still be used for
background estimation. This is why the median model is capable of dealing with
the situations where the objects are slow moving or the traffic is busy and
background is not visible most of the time.

When the sample size is not large enough, two object sets may have different
distribution probabilities. In this case the object set will shift to either the right or left
side and the median of the sequence will locate in one of the object sets. We call it a
shifted median model (Figure 8). In shifted median model we could not use the

median for background estimation because the median is within an object set.
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Figure 8: Shifted median model
Therefore there are two cases: the first one is the balanced median model, and

the second one is the shifted median model. We can use median for background
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estimation only when it is in the first case, the balanced median model. For each pixel
sequence we must make the sample size large enough so that we can use the balanced
model to locate the median for background estimation.

The problem is for each pixel, the required sample size could be quite different.
For the regions where the intruders seldom entered, the sample size could be very
small. For other regions for example surrounding the intersection, the probability for
each pixel belonging to objects is large. Therefore, the required sample size is also

large.

Figure 9: Background generation with different sample size
Left image size= 5, right image size=13
Figure 9 shows that in different regions of the image, the sample size should be
different. The question is how could we find a different sample size for a different
region?
We observe that within the background pixel set the deviation of pixel intensity
is relatively small, while within the objects pixel set, the deviation is much larger
than that of the background set. This is because objects are completely random

intruders (Figure 10) with respect to the background.
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Figure 10: Deviation Comparison

We thus took advantage of this property and adopted a heuristic approach. The

strategy is to compare the median value with its two rieighbors. The differences are

dl and d2 respectively. If the median has no signiﬁéant difference from its two

neighbors, then we consider it is in a balanced median model and the median is

within the background set. In this situation the median is accepted for background

estimation.

very small and it is in the shifted median model.

object set it could not be used for background estimation.

If the difference is significant it suggests that the sample size must be

Since the median is within the
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The median model background generation algorithm then will repeat the above
process until all pixels are touched and then the background image will be generated
from the image sequence. The algorithm could be roughly described in this pseudo

code;

For (each pixel)
{
size=s Continue = true
while (size < max and continue = true)
{
A[size]= sample pixel set for current pixel
sort (A)
m=median (A)
diffl = abs(m — neighborl)
diff2 = abs(m - neighbor2)
if (diff] < d and diff2 < d)
accept m and continue = false
else size ++
/
/

Figure 11 shows that when using this median model algorithm, the generated

background image is very successful:

Figure 11: Generated background using Median model

Left: real background image, Right: Current image

The computational complexity for this algorithm is dependent on the sorting
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process. Suppose we use a sorting algorithm with a time complexity of O(nlogn) and
have a sequence of image (each with size of P pixels) with sequence size equal to S.

The computational complexity for this algorithm is:
P
D K.S, 185,
1
where S; is randomly from 1 to S. K; is the number of loops needed to find the
right median. For background pixels, S; and K; could be very small. For object
pixels, S; and K; could be as large as S.
3.3 Improved median model
Two common requirements of using background subtraction method for object
detection are: (1) adapting to illumination change (2) and handling slow moving or
even stationary objects in image frames. The above Median model uses the image
sequence to caiculate background. Theoretically it is capable of dealing with slow
moving vehicles, however the sample size must be large enough and a different pixel
may require a different sample size so that each pixel sequence is in the balanced
median model. This sometimes will sacrifice speed and affect the illumination
adaptability. For real time image processing we make use of the following improved
median model.
Instead of samples of different sizes for each pixel, in the improved median model
samples are a constant small size for each pixel and make most of the samples out of

stationary sequence. We do this by sampling intensity values in a longer time interval.
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If interval is long, it will sacrifice illumination adaptability but be more effective in
handling stationary vehicles since more images are selected from the set out of the
range of stationary images. If interval is short, it will sample only within the
stationary images, therefore be better in illumination adaptability but poorer at
handling stationary vehicles. This is a trade-off.

For effectively handling stationary vehicles at the intersection of the road some
parameters are necessary. The most important parameter is how long vehicles stop at
the intersection. This stop duration decides the sample size and interval of time for
sampling. We test this model by using different sample sizes and different interval
times in the intersection of our video camera setting ~ the street intersection of 67ST
and Pacific ST where the stop duration for East-West direction is about 40 seconds.
We set the sample size from 5 to 20. The interval between two sample images is
about 15-20 seconds. The total sample time should be 5 times more than the stop
duration, which is about 200 seconds. The time complexity for this improved median

model is:
P
> SlgS =pk
1

Here p is the pixel resolution of an image. S is a constant value, usually 5 < S < 20.

Figure 12 is an image sequence in the worst situation: vehicles stop for 40 seconds in

the intersection.
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Figure 12: stationary image sequence for background image generation

The improved median model is illumination adaptive when illumination changes
slowly. This is true in most situations on outdoor roadways where illumination doesn’t
change much in several minutes. When the illumination changes very quickly and
frequently, this model will not hold. For fast changing illumination weather
conditions, we need to update the background using the most recent image, for
example the current image. The current image contains information of both
background and vehicles. We need to classify the current image, classify the
background pixel and the vehicle pixel, and only use the background pixel to update
the background image. This is called classified updating. When this improved
median model combined with classified updating, it is capable of handling not only
slow moving objects but also quick illumination changes, and yet it has an acceptable
time complexity of computation.

3.4 Background updating of median model

As we pointed out, the improved median model is a long-term background model
and is adaptive to slow illumination changes. There is another short-term background
updating method called mask classified updating that uses the most recent object mask
to selectively updating the background. The mask classified updating uses the most

recent image for background updating so it readily adapts to fast illumination changes.
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The drawback of mask classi_ﬁed updating is: The incorrect detection result could be
used to generate an incorrect object mask and the later detection using this mask will
produce an incorrect result, therefore passing another incorrect object mask for later
detection. This is a deadlock situation common for short-term updating.

In order to build a detection system that is not only capable of handling slow
moving and stationary vehicles but is also adaptive to fast illumination changes, we
combine the long-term and short-term background together.

The long-term background generated from the improved median model is
subtracted from the current image to produce an object mask. This object mask is
used to classify the current image into object regions and background regions, then
updating the object region by sampling pixels from the current background image,
updating the background region by sampling from the current image. By doing this,
the short-term background image is generated.

Based on the long-term background and short-term background, the final
background is produced by:

UB=caeSB+(1-)eLB

Where SB stands for short-term background and LB stands for long-term
background. The final updated background image (UB) is the weighted sum of SB
and LB. The value of a has range from O to 1. When a is too small, the short-term
background will dominant the background updating. The detection system will be

more adaptive to fast illumination changes but more likely to get into a deadlock
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situation. When a is too large, the detection system is more capable of handling slow
moving vehicles but less adaptive to fast illumination changes.
3.5 Performance Evaluation

We evaluated some of major methods for background generation through
experimentation on real street traffic images. The results are discussed in the sections
below.
3.5.1 Time average

Time average has inherent drawbacks. The most critical one is that it uses both
background pixels and vehicle pixels for background generation. The result of time
average is highly dependent on the specific image sequence and the size of the image
sequence. In situations where vehicles kept moving, time average works only when

the background is visible in most cases in the image sequence:

Figure 13: Time average result on moving vehicles
Sequence size is: 5, 13 and 21 respectively

When the background is blocked by moving vehicles and is invisible, the result is
still not good cnough cven the sequence size is very big. Figure 14 shows this

situation:
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Figure 14: Time average result on blocking vehicles
Sequence size is 5, 13 and 21 respectively

When vehicles are stationary, time average will fail because stationary vehicles

will block some of the background:

Figure 15: Time average result on stationary vehicles
Sequence size is 5, 13 and 21 respectively

3.5.2 On Exponential forgetting

Exponential forgetting has a common problem on background generation: If the a
value is too large in the formula:
B(x,y,t)=(1-a)B(x,y,t =)+ cd(x, y,t)
The current image will seriously affect the background. Figures 16, 17 and 18
show that when a value is 0.5, the current image dominates the background when the

sequence size varies from 5 to 21:

Figure 16: Exponential forgetting result on moving vehicles
Sequence size is 5, 13 and 21 respectively
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Figure 17: Exponential forgetting result on blocking vehicles
Sequence size is 5, 13 and 21 respectively

Figure 18: Exponential forgetting result on stationary vehicles
Sequence size is 5, 13 and 21 respectively

When o is small, a better result may be obtained on moving vehicles and blocking

vehicles, but it still cannot handle stationary vehicles. Figure 19 shows this situation:

Figure 19: Exponential forgetting result

3.5.3 On Median model and background updating

We take image sequence from the intersection of our experimental setting with the
stop duration about 40 seconds on the east-west direction. The time interval of each
samplé is about 20 seconds. For moving vehicles, sample size of 5 is large enough to

build the current background image.
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Figure 20: Median model result on moving vehicles
From left to right: current background, object mask and updated background

The current background is XORed with current image to produce an object mask.
Object mask is binary image contains two regions: vehicle region (value is 1) and
background regioﬂ (value is 0). Current background pixels will be sampled where
pixel values are 1 in mask. Current image will be sampled where pixels values are O
in mask. Figure 20 shows the result.

For blocking vehicles that other algorithms cannot handle, the improved median

model handles it very well. Figure 21 shows the result:

Figure 21: Median model result on blocking vehicles
Sequence size is 5, 13 and 21 respectively

When sample size is 5 to 13,. generated background image contains a little noise,
but better than the result of time average and exponential forgetting. When sample
size is 14 to 21, the generated background image is very good. Figure 22 shows the

object mask and updated background image for the blocking vehicles:
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Figure 22: Median model result on blocking vehicles
Left: object mask, right: updated background

Stationary vehicles are a big problem for both the time average and exponential
forgetting method. When we use the improved median model with sample size of 13 or

larger, a very successful result is reached. Figure 23 and 24 show these results,

respectively.

Figure 23: Median model result on stationary vehicles
Sequence size is 5 and 13 respectively

Figure 24: Median model result on stationary vehicles
Left: object mask, right: updated background
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4. Image Segmentation and Noise Removal

4.1 Background subtraction

After the background reference image is built by using the above median model
and improved median model, arithmetic image operations are applied to subtract the
background from the current image. The final result of this arithmetic operation
would be a binary image with value O represents background and value 1 represents
objects.

4.1.1 Pixel level background subtraction

Pixel level image subtraction is the simplest arithmetic operation. In this
operation pixel intensity value of current image at position (X,y), represented as
C(x,y), will be compared with corresponding pixel intensity value in the background

reference image R(X,y). The subtraction operation could be represented as:

0,C(x,y)=R(x,y)

S(C(x, y),R(x’y))z{l C(x,y)# R(x, y)

In a real implementation, the corresponding pixel value pair R(x, y) and C(x, y) is
probably not exactly equal even though they represent the same vehicle pixel. We

need a range value “g” to make it flexible: The above expression thus is changed to

0,|]C(x,y)-R(x, )< g

S(C(x,y),R(x,y))= { 1 otherwise



35

Pixel level subtraction is straightforward and effective in most situations.
When the current image pixel cannot be precisely mapped to background reference
image, pixel level subtraction may produce 100 much noise.
4.1.2 Block level background subtraction
Block level image subtraction is a more robust method that performs subtraction
over a small neighborhood of a pixel. A k*k slide window is used. The center pixel
of the slide window moves along pixels of the background reference image and the
current image. The mean value of the slide window instead of the single pixel is used
for comparison: Let M;; and M’j; represent the mean values of the slide window for

the current image and the background image respectively, we have

x,yeW;
xyeW

The subtraction function is very similar to the pixel level subtraction function:

S(C(x,y),R(x,y)) =

1, otherwise

This block level subtraction method has the computational complexity of O(nk)
where k is the size of the window. Usually k is a very small constant, so the
computational cost is actually O(n), which is the same as the pixel level subtraction

algorithm 24,

4.2 Noise removal

4.2.1 Threshold
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After using the background subtraction method a difference image is produced. If
we sort and count the difference image pixel according to intensity values a histogram

of the difference image is obtained as shown in figure 25.

Input: 32 o
Count: 32454 |
Integral: 70.847%
Qutput: 32

Figure 25: Difference image and histogram

In the current image vehicles usually occupy a smaller part of the image. The
background covers a larger part. After subtraction, the background pixel pairs will
output a very small intensity value while object pixels will produce a much larger
value. The intensity value of the background pixel pairs is represented by the first
peak in the histogram of the difference image as shown in the above figure. At the
value of 32, a large count of 32454 is obtained.

To distinguish the background pixels and object pixels in the subtracted
(difference) image, a threshold value should be selected to locate on the right side of
the first peak. That is, it should be greater than 32 in the above example. Figure 26

shows when we use different threshold values on the difference image, we could get

quite different results.
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After threshold on the difference image, vehicles are separated from the

background and there is only a little noise staying with the vehicle pixels.

Figure 26: From up-left to bottom-right with threshold value
Of 0, 10, 20 and 33 respectively

[22]

A more accurate threshold algorithm is available, such as **“' a procedure

applying the following sequence of operations:

e smooth the image,

e calculate the gradients,

e calculate gradient histogram,

o calculate gradient threshold as a percentile,

o separate pixels with large gradients,

o calculate image threshold as average intensity of high-gradient pixels,

e ensure validity of threshold by comparing it to average image intensity, and

o apply threshold.
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The algorithm performs a smoothing operation on the image first. Then it tries to
find edge pixels with very large gradient value. The average value of the high
gradient edge pixels is used as the threshold value. This does make sense because
edge pixels will occur mainly in the neighborhood of the boundaries between vehicles
and the background. If the image is properly smoothed, approximately half of the
selected edge pixels are on the background side and half belong to the object side.
Thus the average intensity of the edge pixel values could separate the objects from
background.

This algorithm still could not guarantee to completely avoid noise. Actually, it is
impossible to completely remove noises by using threshold alone for vehicle
detection at the roadway. Therefore we combine threshold, erosion and dilation
operations together for noise removal in this thesis.

4.2.2 Eroding and Dilating **

The image morphology is based on set operation. Consider 2 sets, A and B,
for which each element is a 2-D point (vector).

e The intersection of the sets is defined as A(YB={P|Pe A Pe B}.
e The union of the sets is defined as AU B ={P|Pe Av Pe B}.

e The complement of a set is defined as A= {P|Pe A}.

e The translation of a set by vector g is defined as A, = {P+q|Pe A}.
(D) Erusion

Erosion is the opposite of dilation. The basic effect of the operator on a

binary image is to erode away the boundaries of regions of foreground pixels. Thus
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areas of foreground pixels will shrink. Holes within those areas become larger.
Erosion can remove a layer of pixels all the way around an object. If the object is not
large enough, some or all of it will disappear completely. This is useful for
separating closely spaced particles which have come out as connected after
segmentation, for removing small spots of noise which are not features. The erosion
operator takes two pieces of data as inputs. The first is the image to be eroded, such

as the one shown in figure 27.

Figure 27: Difference image after threshold, before erode and dilate

The second image is a (usually small) set of coordinate points known as a kernel.
The kernel determines the precise effect of the erosion on the input image. An
erosion operator (sometimes called “Minkowsky subtraction”, illustrated by symbol
0) is defined as follows ©..

AOB={(p|B,cAJ

Here B is a kernel moving through A. This means a pixel belongs to A B only when
translation of B by this pixel belongs to A. For an example, let B={(0,0),(1,0),(0,1)}

and A=((1,2),(1,3),(1,4),(2,2),(2,3),(3,2),(4,2) }.
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The erosion resultis A § B={(1,2),(1,3),(2,2) }. This could be illustrated in figure 28.

We can think of this as to take copies of A and translate them by movement of

kernel B over the copies. If we intersect these copies together, we can get A@ B. This

can be illustrated in figure 28:

00 |01 [02 |03
10 |11
20 |21
30 |31
40 |41
00 |01
10 |11
20 |21
30 |31
40 |41 |42 |43

Figure 28: Erosion

Using erosion alone for removing noise will cause some problems. Erosion not

only can erase the noise but also corrupt the image. For example, a single vehicle in

an image could be corrupted into several small pieces which is not acceptable for

vehicle identification and labeling. To solve this problem, we repeatedly use dilation

and erosion to remove noise as well as keep vehicles in good shape. This strategy has
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the same effect as an opening operation. Figure 29 shows the eroding result after the

operator is applied to the image in figure 27.

Figure 29: Erode result

(II) Dilation

The basic effect of a dilation operator on a binary image is to gradually enlarge
the boundaries of regions of foreground pixels. In this operation a pixel with a value
0 having pixels of value 1 as its nearest neighbor will be changed to the value 1.
Thus areas of foreground pixels grow in size while holes within those regions become
smaller. This is particularly useful for enhancing thin, faint objects. If this procedure
is not used the wrong number of particles (or other features) will be counted and the
average size of the objects will be completely wrong. Dilation is defined as L101,
A@B={a+b|ac Aand be B}

We can think of this as to take copies of A and translate them by kernel B. If

we union these copies together, we get A @ B. This can be written as:

A®B=]A,
beB
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Alternatively, we can take copies of B and translate them by A. An interpretation
of this latter way of thinking is to put a copy of B at each pixel in A. If we “stamp” a

copy of B at each pixel in A and union all of the copies, we get A@ B.

This can be written as: A® B = UB, . In this way, dilation works like slide a
€A

kernel to each position in the image and at each position “apply” (union) the kernel.
For an example, let B={(0,0),(1,0),(0,1)} and A={(1,2),(1,3),(2,2),(2,3),(3,2)}.
The erosion result is A @ B={(1,2), (1,3), (2,2), (2,3), (3,2), (1,4), (2,4), (3,3), (4,2)}.

This could be illustrated as following:

00 |01 (02 |03 |04
10 (11
20 |21
30 |31
40 |41
00 |01
10 (11
20 |21
30 |31
40 |41

Figure 30: Dilation
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A dilation result of figure 29 is shown in figure 31.

Figure 31: Dilate result

4.3 Connected components labeling **!

Connected component labeling method works on binary image or grayscale
image. Different measures of connectivity can be applied. In this thesis we assume
binary input images and 8-connectivity. The input image for labeling comes from
performing the background subtraction operation. The images are in binary scale.

Figure 32 shows an input image for labeling.

Figure 32: Input image for labeling
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The connected components labeling operator scans the image by moving along a
image from left to right then up to down. In 8-connected binary image when a pixel
with a value of | is met, four of its neighbors that have already been encountered in
the scan (the four neighbors to be checked are pixels to the left, above, upper-left, and

‘upper-right) will be checked.

0 04

13 |14

20 {21 |22 |23 |24

30 {31 |32 [33 |34

Figure 33: Connected components labeling

Based on information of its neighbors, the labeling of this pixel will consider
following cases [':
® If all four neighbors are 0, assign a new label to this pixel.\
® If only one neighbor is 1, assign its label to this pixel.
® If one or more of the neighbors are 1, assign one of the labels to this pixel and

make its neighbors have an equivalent label.

After completing the scan, the equivalent labels are sorted into classes and a
unique label is assigned to each class. Then another scan is made through the image

so that each label is replaced with the label assigned to its equivalence classes. Figure

34 shows the labeling result with the input image from figure 12: totally 12 objects
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are labeled with different color. These labeled objects include two vehicles, others

are noises from background subtraction.

Figure 34: Labeling result (12 objects are labeled)

4.4 Automatic vehicle detection

The automatic vehicle detection is a robotic and efficient way to deal with
vehicle detection. No manual operations are involved. We do this by combining
background subtraction, threshold, eroding, dilating, connected components labeling
and detection together to form an assemble line. We call it an auto-detect process.
The sequence of operations is:

Input (Current image and background image) ?Background-subtraction
2Threshold ?Erode >Dilate Plabeling Pdetect Doutput.

When the above operations are done with human intervention, noise removal can
be helped by manual inspection and selection of proper operators and operator
parameters. However, when they are assembled together and do automatically, some

noises may be inevitably passed down to the vehicle detection phase.
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Figure 35: Output image with noises

Figure 35 shows an output image with some noises. In this image, components
of vehicles are not fully connected with each other. As a result, the labeling process

will count one object as more than two objects as shown in figure 36.

Figure 36: Labeling of noisy image

To solve this problem, we introduce a threshold operation before the detection
operation, so the revised operator flow is:
Input (Current image and background image) 2Background-subtraction

PThreshold ?Erode SDilate 2labeling DThreshold Ddetect Poutput
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Figure 37: Input image for revised operator flow
Noises passed down to the vehicle detection process usually have very small size
while on the contrary; vehicles have usually much larger size. Threshold on detection
considers an object as a vehicle only when its size is large enough. For each labeled
object, detection threshold counts its pixel number and calculate its size at pixel level.
If the size is too small, the object will be discarded. This allows us to save some time
on difference threshold, erode and dilate. For an example we can provide a universal

small constant value for threshold.

Figure 38: Auto-detect result of the revised operator flow
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We also only go through erode and dilate twice, instead of several times until all
noises are removed. Figure 38 shows the experimental result of the revised operator
flow.

4.5 Detector performance

4.5.1 Detection performance with human supervision

Figure 39: shadow- connected vehicles
Vehicle detection with human supervision can generally result in a 100% correct rate.
The only problem is when two vehicles are very close, a shadow between them
connects them together and these two vehicles will be detected as one vehicle, as
shown in figure 39.
4.5.2 Auto-Detect performance

Problems to be solved in the auto-detect process include the following.

(1) The noise will not be completely removed. Thus some false positive pixels
will be produced. Such false positive pixels do not happen very often. We
tested several hundreds of vehicles and this kind of false positive only
happened in about 2.4%. Further analysis gives us a deeper understanding

about how this false positive could happen. We found that all false positives
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occurred in the shoulder of the roadway when a vehicle passed by and
projected its shadow on the shoulders. The projected shadow on shoulder
causes a big intensity value change and thus being detected as a vehicle.
Those noises caused by shadow are usually large in size so they cannot be
completely removed by threshold. A mixture of Gaussian model could be

used to handle this situation.

Figure 40 Shadow noise in detection

Figure 40 shows when the left white color car is very close to shoulder it
projects shadow on shoulder of the roadway. This noise cannot be removed
and produce a false positive detection.

(2) A vehicle may have several quite different components. Each component may
be detected as a standalone vehicle. As in figure 41, the left side image has a
white colored car that would be considered as two objects by the auto-detect
process because its rear window divides the image region into two
components. Auto-detection cannot connect these two components together.

In the right side image there is a car containing two distinctive parts. The
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front part of the car is black in color while its rear part is white in color. The

detector cannot connect these two parts together and would output it as two

separate vehicles.

Figure 41: Auto-detection result
(3) Very small vehicles will be considered as noise. The advantage of this is:
when vehicle is very small in size, they are usually far away from camera,
thus their size, shape and intensity are very obscure. These kinds of vehicles
are very difficult for tracking. By ruling out such vehicles we have more

qualified objects for tracking.

Figure 42: Threshold on object size
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Figure 42 shows a vehicle at the up-left corner. It is very small and only
appears partially in view. Its shape and intensity are very obscure. It is not
a qualified object that we should detect and pass down to the tracking
system. On the other hand, partially disappearing vehicles are usually very
close to camera and have a larger size. Their intensity values are valuable
for the tracking system.

We experimented with both the processes of auto-detect and detection
with human supervision. Even though the auto-detect process encountered
more problems in isolating and identifying individual vehicles, the overall
performance is good in comparison with the human supervised detections.
The following table shows the results of detection on 8 image sequences

(166 image pairs) containing a total of 407 vehicles.

Detected Vehicle Detect False
Vehicles Number Rate Positive
Supervised 407 407 100% 0.00%

Detection

Auto- detect 417 407 97.6% 2.4%
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5. Tracking system and experimental performance

5.1 Introduction

Video handoff needs the matching an image frame taken by camera i with
another image frame taken by camera i+1. Vehicles inside these two images are
compared to find their matches. Once all vehicles in image i+1 either are found with
their matches in image i, or are identified as newly entered vehicles in image i+1,
video handoff is completed. By doing this, sequentially deployed cameras can unite
together to surveillance the whole roadway as well as communicate with each other.

As we have seen from the last section, in a vehicle detection stage different
components of a vehicle are connected together and a unique color was assigned to
the vehicle by using connected-components labeling technique. We assume in each
of such labeling space there is only one vehicle though in reality more than one
vehicle could be detected as a single vehicle.

There are some data that the detec;t stage could pass to tracking stage such as:
detected image, labeled image and difference image. Figure 43 shows these data
respectively. From up-left to bottom-right, these images in figure 43 represent the
detected image, labeled image and difference image respectively.

The tracking stage takes these data from image i and image i+1 as input and
outputs a match result between these two image frames. In the following we present

techniques applied in this stage.
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Figure 43: Qutput from detector
5.2 Minimum distance classifier
The classification method used in this thesis is a minimum distance classifier.
Each vehicle in the previous image has a group of features, which includes
(1) Ratio of width and height: could be obtained from detected image data.
For example in following image, the ratio of width and height of the left

car is the ratio of X and Y.

Figure 44: Ratio of width and height
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(2) Shape information and average intensity value: This information could
be obtained from difference image data. We scan each detected object
according to the data of the labeled image and calculate shape and

intensity of individual object in the difference image.

Figure 45: Shape and intensity information

The difference image is gray level image. If we add all pixel intensity
values and divide by the number of pixels, we can get average intensity
information of an individual object. We use the triple line to represent

the shape of vehicle as shown in figure 46.

Figure 46: Triple-line
(3) Position and size information could be easily obtained from the labeled

image, detect image and difference image.
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These features can be generally modeled as an N-dimensional feature vector.
The feature vector of each vehicle in the current image is compared with each feature
vector of the previous image. The comparison with the minimum distance above a
certain threshold will be considered as a match. Suppose each feature vector is

expressed as:

X1
X2

Xn
According to decision theory, if a vehicle X belongs to class i, then for decision
function d(x), d; (x) > dj(x); j=1,2,3...m, j#i. With a minimum distance classifier the
value of the decision function is the maximum when the Euclidean distance is the

minimum value.
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Figure 47: Classification
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In the above figure 47, vehicle X will be considered to match with vehicle E because
there is a minimum distance between X and E and the distance is above a certain
thieshold.

5.3 Feature Registers

As described above, each vehicle object holds a vector of features such as shape
information, intensity value and size. The register extracts these features from input
data and stores these feature vectors in a list. Two such lists are generated for two
comparable image frames.

For example, suppose paif(X,y) represents a pixel in position (x,y) in a difference
image and piap(X,y) represents a pixel of position (x,y) in a labeling image. A detected
image. provides a vehicle space for each vehicle in form of a rectangle frame.
Basically, the register scans the difference image within a certain rectangle space
pixel by pixel. If pgi(X,y) is greater than O and the label of pb(X,y) is k, then the size
of vehicle k is increased by 1. After all pixels within the rectangle are touched, the
next rectangle space is processed. The total intensity of a vehicle is calculated in the
same manner. Then the average intensity value is obtained by dividing total intensity
by the vehicles size. Shape information such as width/height ratio is obtained the
same way.

After scanning the entire image, a set of features is extracted for each vehicle. They
are:
® Vehicle size: Total number of non-zero pixels within a rectangle space.

® Vehicle average intensity: Intensity/vehicle size.
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® Width/height ratio: width/height.
® Other information such as shape and position.
Figure 48 shows two images with the vehicle features identified and marked in

the images.

Image i+1

Size-2, W/H ratio-2 Size-1, W/H ratio-1 Size-2’, W/H ratio-2’ Size-1’, W/H ratio-1’
Average Intensity-2 Average Intensity-1 Average Intensity-2’ Average Intensity-1"
Vector-2 Vector-1 Vector-2’ Vector-1’
Vector-2 p| Vector-1 Vector-2’ »] Vector-1’
List i Listi+1 -

Figure 48: Tracking system
Features are packed into vectors by the register and then the feature vectors of an
image are connected together to form a list of vectors.
5.4 Video handoff and vehicle tracking
Feature vectors in list i are to be classified in terms of a set of classes:
S={C,C,,...Ci }.
Each feature vector of list i+1 is compared with C; of list i. The similarity between

feature vector V;of image i+1 and C; of image i is evaluated by a weighted distance.
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As a measure of distance in feature space, a natural choice is the usual Euclidian

distance: d,(X,y) = ’Z (x, —y,)* , or the weighted Euclidian distance:

du(®3)= Y47 0= 3"

In our tracking system, average intensity value is given a heavier weight since
average intensity is more adaptive to changes of size, distance and orientation. Shape
has a smaller weight because when a big orientation happens width/height ratio will
also change. Height value and width value we used in this thesis are 2D values that
are not exactly the same as in 3D real world. Each comparison gives a score to
indicate the similarity between them. The match score must be greater than a certain
threshold value because otherwise the minimum distance algorithm will return a pair
of vector with nﬁnimum distance no matter how far they are. When the score is less
than the threshold it will return zero, otherwise it will return the score value. A matrix

of scores is built after all comparisons are completed.

-V LG
Seo |{Sor |So2 |... |Sai
S0
So St Sz |- |Ss

Figure 49: Score matrix
A maximum score of a column indicates that a minimum distance is found

between C; and Vj, thus V; is associated with C;, which means they match. Vj in this
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case will be assigned the same label as C;. If there is no such match (for example, all
score in column are less than threshold value therefore are all zero), this indicates that
Vi is a newly entered vehicle. A new label will be assigned to this vehicle in this
case.
5.5 Tracking system evaluation

In this section, we present the results and discussions on the experiments with
real images to evaluate the performance of vehicle tracking and handoff.
5.5.1 How to count correctly tracked vehicles

We compare two successive image frames, the current image and the past
image. Suppose there are n vehicles in the current image which includes x newly
entered vehicles and y vehicles inherited from the past image. Then we have: n=x +
y. If there are x’ vehicles are correctly tracked as new entered vehicles and y’
vehicles are correctly matched with vehicles in the past image, then the tracking rate
between these two successive images is: (X’+y’)/(x+y). For an example in figure 50,

there are 2 vehicles in the current image (right image).

Figure 50: tracking performance
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The white vehicle is new entered vehicle. The gray one is an inherited vehicle.
The white vehicle is correctly tracked as a new car, labeled with “2”, a number
which is larger than any number in the past image (the left image). ‘I'he gray car 1s
correctly matched with an inherited car from the past image, and is labeled with
number “1”, which is the same number as the car in the past image. The total
tracking rate for these two images is: 2/2=100%. Both two cars in the second

image are correctly tracked.

5.5.2 How to match vehicles using minimum-distance classifier

For each vehicles in the vehicle set of past image Vp{Py, P2, ....Pn} and the
vehicle set in current image V. {C;, C,...C,}, the average intensity value and
shape information are registered as F [WF;, W,F;]. F, is intensity value and F;
is shape information. W1 is a weight of intensity value in the tracking system.
W, is a weight of shape information in the tracking system. The algorithm
calculates the difference of F between each vehicle of V. and each vehicle of V.
The vehicle pair with smallest F difference above a certain threshold is
considered as a match. In our tracking system, the weight of intensity value W
is assigned a value 0.9 which is heavier than the weight of shape. All other shape
features share the remaining weight of 0.1. This is because the intensity value is

more adaptive to orientation and position change than shape.
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Figure 51: tracking strategy
This tracking system is theoretically able to handle orientation changes and
position changes, such as the gray color car with orientation change in figure 49
and gray color cars with position change in figure 51.
5.5.3 Some tracking strategies

As shown is figure 52: The very small car in right image is ignored.

Figure 52: Tracking threshold

In tracking, if two vehicles are connected together, then they may be mistakenly
considered as one vehicle. If one vehicle is divided as several parts, as long as

part of it is recognized, consider it as a correct tracking as shown in figure 53.
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Figure 53: Connected vehicles
Noise coming from false positive vehicle detection will not be considered in
tracking. As shown in figure 54: Noise labeled as ““4” in the right image is due to

false positive detection.

Figure 54: Noise from detection

5.6 Performance and Discussion

This tracking system is good though not perfect. It has an overall tracking rate of
74.45%. It correctly tracked 303 vehicles out of 407 vehicles but fails in 25.55%
cases. The following analysis will illustrate why it fails and in which situation it most

likely will fail.
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1. Scenario 1. Sometimes, vehicles switch lights. Like the gray color car in figure

55.

Figure 55: Scenario 1
This will affect tracking. Also, when vehicles partially disappear from view, like
the white car in figure 55 the tracking system cannot handle it. This occurs
because in the first situation, the intensity value is totally changed, while in the
second situation both intensity value and shape are totally changed.
2. Scenario 2. Sometimes the tracking is confused by some very similar vehicles as

shown in figure 56:

Figure 56: Scenario 2

Vehicle 6 in right is actually vehicle 2 in left, but mismatched as a new entered

vehicle because the vehicle 2 in right is very similar with vehicle 2 in left.
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3. Scenario 3. When vehicle is small and not clear, as shown in Figure 57.

Figure 57: Obscure situation
The information about intensity value and shape are very obscure. In these
situations, the tracking result is not good.
4. Scenario 4. Orientation change cannot be handled perfectly especially when the
orientation change causes big intensity value change and shape change. As
shown in figure 58. Vehicle “2” in the left image is mismatched as “4” due to

orientation change while other vehicles are correctly tracked.

Figure 58: Orientation change
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6. Conclusion

6.1 Development of the median models

In this thesis, we proposed both a median model and an improved median model
to generate background reference images in order to handle slow moving and
stationary vehicles in real time system. The median model for background generation

k (101

is an idea inherited some of Y.H.Yang’s previous wor and current researches in

mix-Gaussian model.

In Y.H.Yang’s research (1992) (1011 " he tried to find a smooth region in a pixel
sequence and consider this smooth region as background pixel. Compared with
Y.H.Yang’s method, median model proposed here is not only faster in terms of
computational time but also more adaptive to slow moving vehicles.

Currently mix-Gaussian is the dominant method used in background subtraction.
The advantage of mix-Gaussian is that it could potentially identify shadows. Our
median model is not an alternate to mix-Gaussian. On the contrary its mathematical
fundamental is based on a single Gaussian distribution assumption and we’d rather
view it as a complement to the mix-Gaussian model. The median model is a cheaper
way to implement the Gaussian model. Because of this, it may be used in mix-
Gaussian in the future to reduce the time complexity. This is essential to real time
image processing.

In this thesis we proposed a shifted-median model and a balanced-median model.

Based on these two median models we keep track deviation of median and its
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neighbors in a reordered pixel sequence. When sample size is large enough, the
reordered pixel sequence is in balanced-median model. This model is indicated .by a
very small Ideviation value of the median and its neighbors. In this case the median of
the pixel sequence falls in background set and could be used for background
estimation. When the sample size is not large enough, the reordered pixel sequence is
in shifted-median model. This model is indicated by a much bigger deviation value
of median and its neighbors. In this case the median falls out of the background set
and cannot be used for background estimation.

This median model has an impressively better performance to handle slow
moving or even stationary vehicles than traditional time average or exponential
forgetting methods. Besides, time complexity is acceptable for real time image
processing in improved median model. The improved median model is proposed to
reduce the time complexity to a reasonable level. In improved median model, we
take samples in a longer time interval to make it capable of dealing with slow moving
and stationary vehicles. The sample size is a small constant value between 5 and 20.

This small sample constant size could dramatically reduce the time complexity from
P P

D .K.S1gS, 0> SlgS =pk.
1 1

As a complement to this improved median model, a mask-classified updating
method is introduced to update the background image in a short term and only
classified background pixels are being used for updating. The combination of the

improved median model and mask-classified updating has several advantages:
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(1) Adaptive to fast or slow illumination change and weather condition change
without deadlock situation in mask updating.
(2) Can handle slow moving or even stationary vehicles.
(3) Time complexity is better so it could be used in real time image processing.
(4) Less false positive, less false negative alarm.
6.2 Vehicle detection performance improvements

Background generation is the first stage for vehicle detection and tracking. The
generated background reference image is output to the next stage for vehicle
detection. The biggest challenge for detection is noise. Several techniques such as
threshold, dilate and erode are used for noise removal. When performing these
techniques with manual supervision, we can adjust the operator parameters to the best
performance state and obtain a 100% detect rate and 0% false positive result. All
noises could be removed by using these techniques; however, it is r{ot a robotic
soluti‘on. An automatic detector is developed to handle noise and detection in a
robotic way. When these operations are put in an assembly line and the detector
allowed to go through the assembly line automatically no human supervision activity
or decisions are involved.

Automatic detector cannot completely remove noises because the assemble line
are a series of fixed operations done without effective check and feedback. It cannot
adjust its parameter to get the best performance. The automatic detector will pass
noises down to next stage anyway. If there is no consideration about these noises, the

subsequent tracking system will encounter big difficulty. In order to reduce such
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noise to a reasonable level we apply threshold on objects detection according to their
sizes. When making a detection decision, an object will be considered as a vehicle
and will be labeled only when its size is large enough. If its size is too small, it will
be considered as noise and will not be labeled. Threshold on size not only allows us
to ignore noises even though they are not removed thus, but also benefit the tracking
system. When vehicles are far away from cameras, they usually have a very small
size and their shape and intensity are very obscure. These obscure vehicles may
confuse the tracking system and cause it make a wrong decision (such as error
match). By ignoring these obscure vehicles the tracking system performance will be
boosted. The overall performance of automatic detector is Satisfactory. A 97.6%
detect rate and 2.4% false positive rate of the automatic detector are observed in
experimentation with real time traffic images.

The detector outputs individual vehicle information to the tracking stage for
further vehicle tracking and video handoff. The tracking stage basically needs to
match vehicles between two images. For vehicle tracking these two images may be
successive images while for video handoff they may have a longer time interval since
different cameras take them. The information passed from detector to tracking
system includes: (1) a pair of difference images; (2) a pair of object masks; and (3) a
pair of detected images with vehicles being labeled. The tracking system first extracts
features such as vehicle size, vehicle intensity and vehicle shape from these input
images and builds up a feature vector for each vehicle. Then vehicle match problem

is modeled as a minimum distance classifier problem. Each feature vector in image i
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is a unique class. What we need to do is to assign such a class C; in image i to a
vehicle V; in image i+ according to the similarity between them. A score matrix is
used to display such similarity. Each pair of C; and V; gives us a similarity score by
calculating the normalized Euclidian distance between them. In the Euclidian
distance each feature has a different weight. We assign a heavier weight to the
vehicle average intensity since we think it is most likely invariant to distance change
and orientation change. Since a minimum distance classifier will return a class
anyway no matter how far C; and V; are, we need to threshold the similarity score
before going through minimum distance classifier. All similarity scores less than a
certain threshold value will be assigned a value of zero. The classifier then scans the
revalued score matrix, associates C; with V; if their similarity score is the maximum
score in the column of C;. In this case V;will be considered as the same vehicle as C;.
If there is no C; found for V;, V; will be considered as a new entered vehicle. The
performance of this tracking system is satisfactory, a tracking rate of 74% is
observed.

6.3 Summary and directions of future research

In conclusion, the median model and improved median model we proposed in
this thesis has been successful in handling slow moving or even stationary vehicles.
The improved median model combined with mask-classified updating could boost the
performance speed dramatically as well as maintain the same advantages of the
standard median model. Both methods provide satisfactory experimental results and

therefore could be used as alternative methods in addition to current background
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subtraction methods. For vehicle tracking and video handoff, we modeled the
vehicle-tracking problem as a minimum distance classifier problem and obtained a
satisfactory result.

We observed that vehicle shadow is a problem in both detector and tracking
system. Shadows can change the shape of a vehicle, or can connect two vehicles
together thus cause both detector and tracking system hardly to make a right decision.
We suggest a 3-Gaussian model or HMM-Based segmentation method *® to handle

this situation in the future works.
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