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A Perspective on Human Movement Variability
With Applications in Infancy Motor Development

Nicholas Stergiou, Yawen Yu, and Anastasia Kyvelidou

Movement variability is considered essential to typical motor development. However, multiple theoretical perspectives and measurement tools have limited interpretation of the importance of movement variability in biological systems. The complementary use of linear and nonlinear measures have recently allowed for the evaluation of not only the magnitude of variability but also the temporal structure of variability. As a result, the theoretical model of optimal movement variability was introduced. The model suggests that the development of healthy and highly adaptable systems relies on the achievement of an optimal state of variability. Alternatively, abnormal development may be characterized by a narrow range of behaviors, some of which may be rigid, inflexible, and highly predictable or, on the contrary, random, unfocused, and unpredictable.

In the present review, this theoretical model is described as it relates to motor development in infancy and specifically the development of sitting posture.
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Human movement variability can be defined as the typical variations that are present in motor performance and are observed across multiple repetitions of a task (Stergiou, Harbourne, & Cavanaugh, 2006). This variability is inherent within all biological systems. It can also be observed quite easily, as it is almost impossible for an individual to perform two identical actions of the same task even for elite performers. This has been described quite effectively by Bernstein (1967) as “repetition without repetition” since the repetition of an action involves unique and nonrepetitive neuromotor patterns. For example, when we play a game of throwing darts, we are unable to always hit the center. When we walk, if we observe our footprints on sand or on snow we will see that they never repeat themselves in the exact same fashion. When we stand quietly and especially if we close our eyes, we will observe that we continuously sway without being able to remain completely still. The role of movement variability has attracted significant attention because of its involvement to pathology and performance (Stergiou, 2003).

Theoretical Perspectives Explaining Human Movement Variability

A variety of theoretical perspectives have attempted to explain variability in motor performance in the past decades (Newell & Corcos, 1993). The two most prominent theories are the Generalized Motor Program and the Dynamical Systems Theory. We will briefly review these two theories with respect to human movement variability. There are several others that have been proposed (i.e., Uncontrolled Manifold); however, their review is beyond the scope of this paper and it is our own humble opinion that they are all different versions or byproducts of these two major theoretical perspectives.

The Generalized Motor Program (GMP) theory considers variation in a given movement pattern to be due to errors in the ability to predict proper parameters to employ in the general motor program (Schmidt, 2003; Summers & Anson, 2009). Working along with this concept, to optimize the accuracy and efficiency of the movement pattern errors in the control system have to be constantly eliminated. That is, presumably, specificity of practice can better construct the predictability of a given task for better performance. However, this contradicts the fact that variation in training improves performance in movement.

On the contrary, Dynamical Systems Theory (DST) embraces variability as an important component of movement development. Practically, the development of the most stable solution to produce a given movement pattern is based on exploration and the ability to self-organize according to environmental, biomechanical, and morphological constraints (Clark & Phillips, 1993; Kamm, Thelen, & Jensen, 1990; Kelso, 1995; Thelen, 1995; Thelen & Ulrich, 1991). In general, increased variability in a movement pattern indicates loss of stability, while decreased variability indicates a behavior with higher stability. Importantly, both GMP and DST perspectives recognize that the decreased variability results from the...
effective execution of a movement pattern. However, DST provides a particular focus on transitions between behaviors. Specifically, DST suggests that biological systems can change their behavior when movement variability increases and reaches a specific critical point. This is accomplished by the scaling of a control parameter that the system is sensitive. When the control parameter is scaled to a critical level then the system becomes highly unstable and quite variable. At that point the system can switch to a new and more stable movement pattern with less variability. DST proposes that the lack of movement variability may indicate rigid and inflexible systems with limited ability to switch their behaviors and, thus, limited adaptability to changing task or environmental demands.

However, an interesting observation is that several behaviors that appear to be very stable can be performed in quite variable ways. For example, when we observe elite athletes or musicians, we marvel at the amazing number of ways they are capable of performing the same task. In that matter most of us are like these elite individuals when we consider our ability to perform fundamental motor skills, such as sitting on a rocking chair, walking through crowds or diverse challenging terrains, reaching for objects with different orientations and shapes. Thus, in a very stable behavior, to use the phraseology of DST, we observe that variability is closely related with a rich behavioral state. We believe that this is a limitation of DST and that this limitation is due to the lack of appreciation in the past on how variability is being measured and what exactly these measures represent.

Basically, these previous theoretical perspectives used only linear measures (i.e., standard deviation) that can capture error in performance as we are learning to execute a motor skill. As motor learning occurs, the magnitude of variability continuously decreases and eventually will reach a plateau. At that time we have a very stable behavior according to DST or an appropriate selection of parameters to correctly execute the motor program according to GMP. However, the linear measures that are used to reach these conclusions are measures of centrality and thus provide a description of the amount or magnitude of the variability around that central point. This is accomplished by quantifying the magnitude of variation in a set of values independently of their order in the distribution (Figure 1). From this perspective, practitioners, clinicians and scientists believed that the mean is the golden standard of performance and any deviation from this golden standard is error or undesirable behavior or the result of instability. However, the appropriate usage of these traditional linear measures requires that certain

![Figure 1](image-url) — Demonstration of the complimentary use of linear and nonlinear measures from different signals; six signals are displayed with the respective values for range and largest Lyapunov Exponent (LyE). The first two time series are periodic while the following two time series are chaotic. The last two time series are random. The figure exhibits that signals can have the same range but differ in terms of LyE or vice versa.
assumptions are obeyed. In particular, it is assumed that variations between repetitions of a task are random and independent (of past and future repetitions; Lomax, 2007). This is not true since previous studies have shown that such variations are not noise (Delignières & Torre, 2009; Dingwell & Cusumano, 2000; Dingwell & Kang, 2007; Harbourne & Stergiou, 2009; Hausdorff, 2007; Stergiou, Buzzi, Kurz, & Heidel, 2004, Stergiou et al., 2006). Importantly, several studies have also found that these variations are deterministic in nature (Dingwell & Cusumano, 2000; Dingwell & Kang, 2007; Harbourne & Stergiou, 2009; Hausdorff, 2007; Miller, Stergiou, & Kurz, 2006; Stergiou et al., 2006).

Such observations became possible using nonlinear tools, such as entropy measures, fractal measures, or tools developed from the mathematical theory of chaos, that have allowed the evaluation of the temporal structure of variability or how a set of values in a particular distribution are organized in time or even across a range of time scales (Sosnoff, Valantine, & Newell, 2006; Stergiou et al., 2004). The two approaches are truly complimentary since each investigates different aspects of variability (Figure 1; Harbourne & Stergiou, 2009; Stergiou et al., 2004). However, neither one should be ignored as it was the case in the past. Nonlinear tools that have been used in the literature for this purpose include Approximate Entropy, Sample Entropy, Correlation Dimension, largest Lyapunov Exponent, and Detrended Fluctuation Analysis (Bruijn, van Dieën, Meijer, & Beek, 2009; Buzzi, Stergiou, Kurz, Hageman, & Heidel, 2003; Cavanaugh, Kochi, & Stergiou, 2010; Delignières & Torre, 2009; Dingwell & Cusumano 2000; Dingwell, Cusumano, Sternad, & Cavanagh, 2000; Dingwell & Kang, 2007; Dingwell & Marin, 2006; Donker, Roerdink, Greven, & Beek, 2007; Gates, Su, & Dingwell, 2007; Gates & Dingwell, 2007, 2008; Harbourne & Stergiou, 2009; Hausdorff, 2007, 2009; Hausdorff, Zemany, Peng, & Goldberger, 1999; Jordan, Challis, & Newell, 2006, 2007a, 2007b; Liao, Wang, & He, 2008; Kurz & Hou, 2010; Kurz, Markopoulou, & Stergiou, 2010; Kyvelidou, Kurz, Ehlers, & Stergiou, 2008; Sosnoff et al., 2006; Sosnoff & Voudrie, 2009; Stergiou et al., 2004; Stins, Michielsen, Roerdink, & Beek, 2009; Vaillancourt & Newell, 2002).

These nonlinear tools are being used increasingly to describe complex conditions in which linear tools have been inadequate, confounding scientific study and the development of meaningful therapeutic options. For example, nonlinear analysis has recently appeared in research of heart rate irregularities, sudden cardiac death syndrome, blood pressure control, brain ischemia, epileptic seizures, and several other conditions to understand their complexity and eventually develop prognostic and diagnostic tools (Amato, 1992; Buchman, Cobb, Lapedes, & Kepler, 2001; Goldberger, Rigney, Mietus, Antman, & Greenwald, 1988; Goldstein, Toweill, Lai, Sonnenthal, Kimberly, 1998; Slutzky, Cvitanovic & Mogul, 2001; Toweill & Goldstein, 1998; Wagner, Nafz, & Persson, 1996). In cardiology, significant advances have been made using this approach. For example, heart rhythms where the variations in the time interval between successive QRS waves are either periodic or random (Figure 2) have

Figure 2 — Periodic, chaotic, and random time series and their corresponding two-dimensional phase space plots. The phase space plot is obtained by plotting the original time series versus its first derivative.
been associated with heart problems (Denton, Diamond, Helfant, Khan, & Karagueuzian, 1990; Glass & Mackey, 1988). Conversely, heart rhythms where these variations are characterized by chaotic patterns are associated to a healthy heart (Figure 2). It is important to mention that the specialized concept of “chaos” discussed here is distinct from, and contrary to, the English language notion of chaos which means confusion and disorder. In fact, when we refer to mathematical chaos in a system, we are pointedly referring to an underlying order or pattern that is contained within a complex, variable system. Chaotic properties of a system are described using nonlinear techniques.

While chaos is a mathematical construct, its properties have been found to proliferate in nature, art and music (Didier, 2004; Madden, 2007; Mandelbrot, 1982; Mureika, 2005). Our laboratory and others have also shown that such deterministic variations are linked to the health of biological systems such as the cardiovascular, respiratory, cognitive and locomotor systems, while pathologic systems generate less complex (i.e., either more ordered or more random) outputs (Buzzi et al., 2003; Decker, Moraiti, Stergiou, & Georgoulis, 2011; Hausdorff, Cudkowicz, Firtion, Wei, & Goldberger, 1998; Hausdorff, Rios, & Edelberg, 2001, Myers, Johanning, Stergiou, Celis, Robinson, & Pipinos, 2009). Based on such investigations, Stergiou et al. (2006) and Stergiou and Decker (2011) have recently proposed a new theoretical model to explain human movement variability. Their model states that optimal variability of a biological system is when a system demonstrates stability but with a capacity to change when required. The stability is associated with a repeated pattern that may not be readily identifiable, except over long time series. This property is known as statistical self-similarity. The capacity to adapt to an ever-changing environment is associated with the richest, most complex outputs (i.e., signals with the highest information content over multiple temporal or spatial scales as depicted in Figure 3). When variations in a system exhibit these properties (i.e., self-similarity and complexity) it can be inferred that the system is exhibiting a fractal and chaotic structure.

We should also mention here that Stergiou and colleagues also proposed that motor development and motor learning processes obey this model. In other words, the development of healthy and highly adaptable systems relies on the achievement of the optimal state of variability. Alternatively, abnormal development may be

![Figure 3](image-url) — This model is based on the idea that mature motor skills and healthy states are associated with optimal movement variability that reflects the adaptability of the underlying control system. The principle of optimality in movement variability is pioneering in the sense that it relates in an inverted U-shape relationship the concept of complexity with the concept of predictability. Practically at this optimal state of movement variability the biological system is in a healthy state and is characterized by the largest possible effective complexity (i.e., the uppermost point along the inverted U-shaped function), attaining high values only in the intermediate region between excessive order (i.e., maximum predictability) and excessive disorder (i.e., no predictability). Thus, this variability has deterministic structure and reflects the adaptability of the system to environmental stimuli and stresses. Decrease or loss of this optimal state of variability renders the system more predictable, rigid and with a robotic type of motor behavior. Increases beyond optimal variability render the system more noisy and unpredictable, similar to what is observed for example in a very frail elder or a drunken sailor walking. Both situations result in decreased complexity, flexibility and adaptability to perturbations and are associated with lack of health.
characterized by a narrow range of behaviors, some of which may be rigid, inflexible and highly predictable or, on the contrary, random, unfocused and unpredictable. Motor disabilities many times are described as such. In agreement with this proposition the authors also propose that enhancement of the development of this optimal state of movement variability should be the objective of neurologic physical therapy.

Here we should also mention that we are not unique in the proposition of a U-shaped model of complexity as it relates with predictability. Our uniqueness lies in its adaptation to explain phenomena with respect to human movement variability and how it relates with health and skillful performance. West (2006) introduced a theoretical measure of complexity in general science that starts at zero, increases to a maximum value, and then decreases to zero again. The measure is plotted in a figure that is similar with our Figure 3. However, the x-axis utilizes an increasing parameter, which the author calls number of variables. When there are a low number of variables, the author suggests that the mathematics that explains what is going on include nonlinear dynamics and control theory. However, when the number of variables is large, the mathematics that describes these phenomena is renormalization group theory, scaling and random walks. The area of maximum complexity is suggested to be unknown with respect to its mathematics and is characterized by lack of experimentation to uncover it. The author suggests that here is “where the secrets of DNA are hidden and the mysteries of neurophysiology take root,” making its description generic and allegorical. In 1994, Gell-Mann (1994) also included, what the author called, “a sketch that was showing roughly” possible effective complexity as related with algorithmic information content (AIC). In this generic model, the author attempted to explain how a child learns a language with respect to the information provided. In the model, complexity started from a minimum which was very near to zero where AIC for a given message length was in complete order or completely regular. Then complexity increased linearly to a maximum and then decreased again to a minimum near zero where however AIC for a given message length was completely random or characterized with complete disorder.

Lastly, Tononi, Edelman, and Sporns (1998) related complexity as a notion of integration of information and coherence. They defined neural complexity in terms of integration, utilizing the ensemble average of integration values for subsets composed of increasing numbers of neural elements. They included also a schematic, which has similarities with our Figure 3. In their schematic the y-axis was named complexity and the x-axis regularity. They included three cartoons that symbolized gas molecules, molecules in a crystal lattice, and interactions of neurons in the brain. They stated that any system of elements arranged in a random (e.g., gas molecules) or completely homogeneous way (molecules in a crystal lattice) is not complex. Therefore these two cartoons were placed low on the y-axis and to the right and left, respectively. By contrast, the arrangement and interactions of neurons in a brain or of molecules in a cell is obviously extremely complex. Therefore, this cartoon was placed at the top of the schematic with respect to the y-axis, but also in the middle with respect to the x-axis.

Armed with the above theoretical model and its related methodological advances, we have explored for the last 10 years motor development in infants. In the following section, we will present our empirical work as it relates to this particular domain in terms of specific questions/steps that exhibit our strong inference (Platt, 1964).

### Motor Development in Infancy

Our interests in this area were focused from the very beginning on the development of variability. We were particularly interested to understand how (and if) we develop into the above described model. Several questions were generated, such as a) is such a model hard-coded in our genetic code? b) Can the above nonlinear methodology to examine variability provide reliable measures to investigate motor development? c) if the above model is acceptable, can it be harnessed to develop therapeutic interventions to address motor developmental disabilities? To explore these questions we decided to focus on a specific motor milestone, the development of the sitting posture.

The achievement of independent sitting appears to be effortless and merely a part of the normal maturation process. Sitting is the first upright posture achieved in life, with independent sitting occurring by six to seven months of age in the typically developing child (Folio & Fewell, 2000). Early postural control in sitting is an important prerequisite for standing balance, and sitting by the age of two years is a marker for potential independence in walking in children with cerebral palsy (Bleck, 1975). Once an infant can control the head and trunk in sitting, the arms are free for exploration and functional activities. Researchers have linked the ability to sit independently to greater success in reaching and maintaining contact with objects and improved eye-hand coordination of infants learning to reach (Out, van Soest, Savelbergh, & Hopkins, 1998; Rochat, 1992). Poor postural control can limit the attainment of functional skills such as mobility and manipulation during the developmental process (Shumway-Cook & Woollacott, 1993; Amiel-Tison, & Grenier, 1986). Hence, the study of the development of postural control in sitting is an important component in the study of movement control that affects the developmental outcome of a child.

Traditionally, the center of pressure (COP) at the base of support during standing has been thought of as a mirror representation of how we organize posture (Mason, 1992). Researchers have used the COP in studies of postural control in children developing standing skills (Odenrick & Sandstedt, 1984; Riach & Hayes, 1987). However, there have been conflicting interpretations of the COP data using the standard linear measures to identify sway variability such as length of path, excursion in
the sagittal or frontal directions, and the area of the path of the COP during stable standing. For example, different researchers have interpreted an increased sway variability to suggest greater motor control because the individual can recover from disruptions to posture (Hughes, Duncan, Rose, Chandler, & Studenski, 1996), while others interpret an increased sway variability as a lack of postural control (Riach & Hayes, 1987). Our group has used this experimental paradigm to investigate the development of independent sitting (Figure 4).

Based on the above conflicting results we immediately realized that nonlinear measures could provide important information about emerging postural abilities and the evolution and adaptive nature of sitting postural control. However, we first wanted to identify if we have sufficient reliability regarding the measures of sway variability for assessing the development of sitting postural control. In two studies from our laboratory (Kyvelidou, Harbourne, Stuberg, Sun, & Stergiou, 2009; Kyvelidou, Harbourne, Shostrom, & Stergiou, 2010), we investigated the intrasession and intersession reliability of linear and nonlinear measures when used to analyze COP data during the development of infant sitting postural control in both typically developing and infants with or at risk for cerebral palsy (CP). The infants were tested twice in one week at each of the four months of the study. Three trials at each session were used to determine intrasession reliability. The repeat testing within one week of each month was used for the estimation of the intersession reliability. We found that the evaluation of COP data using linear and nonlinear measures is a reliable method for quantifying incremental change across the development of sitting postural control in both typically developing infants and in infants with or at risk for CP. The nonlinear tools specifically presented high intrasession and intersession ICC values with values increasing as the sitting skill improved. Thus, the evaluation of COP data are a reliable method of investigating the development of sitting postural control.

As soon as we established our reliability, we further wanted to get into the heart of the above mentioned conflicting results with respect to the evaluation of COP data and what they mean with respect to motor control. Thus, our next step was to investigate if nonlinear and linear variables describe different features of sway variability. In a series of studies (Deffeyes, Harbourne, Kyvelidou, Stuberg, & Stergiou, 2009; Harbourne, Deffeyes, Kyvelidou, & Stergiou, 2009; Cignetti, Kyvelidou, Harbourne, & Stergiou, 2011) with typically developing infants we found that as we were expecting linear measures of sway variability acquired during sitting posture were positively correlated with other linear measures and nonlinear measures were positively correlated with other nonlinear measures. In addition, linear measures were negatively correlated with nonlinear measures. Practically they tell us different stories about sway variability, namely that the amount and temporal structure of sway variability are two different things. We also found that linear measures increased during development of sitting in typically developing infants while nonlinear measures decreased in the anterior-posterior (front-to-back) direction, while the exact opposite occurred in the mediolateral (side-to-side) direction showing an interesting de-coupling. We felt that this de-coupling is probably due to biomechanical factors such as the presence of increased fat around the infant’s buttocks at this age that restricts motion in the mediolateral direction (at least initially). Lastly, we also found that linear and nonlinear measures load on different factors using a principal component analysis indicating that they explain different aspects of sitting postural control.

Based on the above information regarding the mechanisms of sitting postural control, we then turned our focus on infants with developmental delays. A delay in achieving the milestone of sitting independently is one sign that a child’s development is not following a normal course. A disruption in postural control significantly affects the development of a child, and can limit the ability to develop eventual independent movement. Thus, as our next step we asked if measures of sway variability can discriminate between typically developing infants and infants with developmental delays. The results from several studies from our laboratory (Deffeyes, Harbourne, Dejong et al., 2009; Deffeyes, Kochi et al., 2009) showed that nonlinear measures provide information about small improvements in postural control over time that were not apparent with standard clinical tests such as the Gross Motor Function Measure. In addition, nonlinear measures revealed significant differences between infants with typical versus delayed development. In our infants with

Figure 4 — Illustration of the experimental paradigm of infant sitting postural control.
delayed development we found that they had more rigid and less complex patterns of postural sway as compared with typically developing infants. These results were also supported by studies that we performed with our collaborators with respect to the development of gait and the supine posture (Smith, Stergiou, Ulrich, 2011; Smith, Teulier, Sansom, Stergiou, Ulrich, 2011; Dusing, Kyvelidou, Mercer, Stergiou, 2009) in children with developmental delays.

The fact that the infants with delayed development were found to have more rigid and less complex patterns as predicted by our theoretical model, led us to consider as our next step translating our model in designing therapies to improve sitting postural control for infants with motor developmental delay. As such we mapped variability problems that are associated with certain behavioral expressions, with certain possible interventions (Harbourne & Stergiou, 2009). Specifically, an infant that exhibits reduced amount of variability with maximum predictability and rigidity also exhibits very little active movement in comparison with typically developing infants. Thus, we recommended a complexity improving intervention with increased sensory input that can be provided with nature based physical guidance to take full advantage of the presence of chaos and fractals in nature. An infant that exhibits increased amount of variability with minimum predictability and very noisy movement patterns also exhibits continuous pushing and pulling into the extreme ranges of the possible effective movement. Thus, we recommended a complexity improving intervention with the introduction of soft constraints to suggest reduced range of movement.

Of course we wanted to put the above proposed interventions into action and as our next step we explored if this model can be put to test through a clinical trial (Harbourne, Willett, Kyvelidou, DeFeyes, & Stergiou, 2010). Thus we performed a clinical trial and we found that our therapeutic model, which facilitates the exploration of the environment through natural based paradigms, enhanced the complexity of sitting postural control in infants with cerebral palsy and allowed their developmental trend to resemble the one found in infants with typical development. This was not the case with a home based program that constituted the standard care in infants with cerebral palsy in the opposite direction as the one found in typically developing infants.

**Conclusion**

In conclusion, even though almost ten years have passed in this scientific trip in infancy motor development, we do not have the answers to all of our questions. We still want to find out how severity affects the implementation of our therapy and if we can have similar results with children that have mild CP versus severe CP. We also want to identify if the implementation of our therapy can translate to benefits in other milestones like standing and walking or if we can extend our therapy beyond CP and address other motor developmental disabilities. Lastly, it will be very interesting to investigate how different milestones are related in terms of development of complexity and how we can incorporate in our theoretical model other important aspects of development like motivation or cognitive changes.

However, as the greatest developmentalist of our times, Esther Thelen, once told the first author of this paper that we would have never embarked on this trip if we did not have a map or, in other words, a theoretical model. Such a map can allow for the application of the scientific method as originally described by Bacon a few centuries ago and reiterated by Platt in 1964. However, we should never be “married” to our theoretical model because usually models are modified and change significantly over time. We, as scientists, should remain open-minded to be able to recognize such changes and apply modifications that are necessary to develop better experiments that can improve kinesiology and better serve humanity.
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