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Abstract
This paper proposes a new nonlinear classifier based on a generalized Choquet integral with signed fuzzy measures to enhance the classification accuracy and power by capturing all possible interactions among two or more attributes. This generalized approach was developed to address unsolved Choquet-integral classification issues such as allowing for flexible location of projection lines in n-dimensional space, automatic search for the least misclassification rate based on Choquet distance, and penalty on misclassified points. A special genetic algorithm is designed to implement this classification optimization with fast convergence. Both the numerical experiment and empirical case studies show that this generalized approach improves and extends the functionality of this Choquet nonlinear classification in more real-world multi-class multi-dimensional situations.
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1. Introduction

Supervised classification is a procedure of constructing a mathematical model based on a training data set and using the model to assign a categorical class label to any new sample element. Essentially, this type of classification procedure is an optimization problem and has been widely applied in the pattern recognition and decision making literature. Classification methods, such as neural networks, decision trees, and nearest neighbor, have been studied extensively [1–7]. Nonlinear-integral based classification methods have recently gained more attention and encouraging results [8–11]. Our line of research concentrates on using the Choquet integral to conduct nonlinear classification [12, 13] and regression analyses [14–18]. Our core research in nonlinear Choquet classification is based on the theoretical development of Choquet integral [19] by Wang and Klir [20] and our subsequent research team [21–26]. Previously, we studied the applicability of Choquet integral in classification problems such as high-dimensional projection [12], and the algorithms for Choquet classification [27, 28]. To further advance our method, we realize that there are three issues yet to be solved. First, our previous research [12, 13] can solve the nonlinear classification problem only when the projection line is through the origin, which means that those projection lines not through the origin cannot be identified, and therefore some classes with their actual boundaries on other projected locations in n-dimensional space cannot be properly classified. Second, our previous studies [12, 13] used discrete misclassification rates, where a predefined misclassification rate would be required each time in the classification process, which can be inaccurate or ineffective. In this paper, an automatic searching of the least misclassification rate using a continuous Choquet distance is addressed. Thirdly, our preliminary research [12, 13] has not yet found an effective way to penalize misclassified points which caused an unsolved optimization problem in practice, while in this study a penalty coefficient will be discussed to address this issue. Our contribution herein is to further generalize the functionality of nonlinear Choquet-integral based classification by solving the above three identified problems.

Literature indicates that the genetic algorithm is an effective approach to finding the optimal solution of a nonlinear classifi-
cation problem [12, 29]. The genetic algorithm is a parallel random search technique widely applied in parameterized optimization problems, although it has been shown that its search speed is sometimes slow [27, 28, 30]. We studied different algorithms for Choquet classification. For example, compared to other algorithms such as neural networks, the advantage of the special genetic algorithm for Choquet integral avoids the risk of falling into a local minimum on the error surface, and its speed is also satisfactory [27, 28]. In this work, our specially designed genetic algorithm is further upgraded to accommodate the three newly identified issues for nonlinear Choquet classification.

Recently we proposed the Choquet classifier for linear models [15]. In [15] the classifier estimated a hyperplane to separate the given data in the feature space for a linear model. However, in the real world, the data are most likely to be linearly not separable. In this situation, nonlinear models are needed to enhance the classification power. A naive assumption is that the contribution from all the attributes is the sum of the contribution from each individual attribute. This consideration usually results in a power loss in classification models. If the interaction among attributes towards the classification is nonignorable, fuzzy measures (nonadditive measures) should be considered. When the nonadditive fuzzy measures are identified through the Choquet integral, the classifier becomes nonlinear [12, 13, 19, 20, 31].

In the following sections we first introduce the fuzzy measure used in our previous research and then the generalized Choquet integral used in this work. Sections 3 and 4 present our new Choquet-based nonlinear classification model and our upgraded special genetic algorithm to solve the above three identified issues. Then in Section 5 a numerical example is exhibited to illustrate the classification procedure in detail using artificial data. In Section 6 we demonstrate the performance and advantages of our proposed generalized approach in multi-class multi-dimensional situations using data from the UCI Machine Learning repository [32].

2. Fuzzy measures and Choquet integrals

The use of the Choquet integrals with respect to a signed fuzzy measure has been shown as an efficient approach to aggregate information from attributes via a nonadditive set function [22, 23, 25, 26]. Let \( X = \{x_1, \ldots, x_n\} \) represent the attributes of the sample space and \( \mathcal{P}(X) \) denote the power set of \( X \). The signed fuzzy measure \( \mu \) is defined as a set function

\[
\mu : \mathcal{P}(X) \rightarrow (-\infty, \infty),
\]

where \( \mu(\emptyset) = 0 \).

Let \( \mu_i, i = 1, \ldots, 2^n - 1 \), denote the values of the set function \( \mu \) on the nonempty sets in \( \mathcal{P}(A) \), and \( f \) denote a given function, where \( f(x_1), \ldots, f(x_n) \) represent the values of each attribute for one observation. The procedure of calculating the generalized Choquet integral is given in [14], summarized as follows. Let \( \{x'_1, x'_2, \ldots, x'_n\} \) be a permutation of \( x_1, x_2, \ldots, x_n \) such that \( f(x'_1), f(x'_2), \ldots, f(x'_n) \) is in nondecreasing order. That is,

\[
f(x'_1) \leq f(x'_2) \leq \ldots \leq f(x'_n)
\]

The Choquet integral with respect to fuzzy measure \( \mu \) is defined as

\[
(\omega) \int f \, d\mu = \sum_{i=1}^{n} \left[ f(x'_i) - f(x'_{i-1}) \right] \mu \left( \{x'_1, x'_2, \ldots, x'_n\} \right),
\]

where \( f(x'_0) = 0 \) and \( (\omega) \) indicates Choquet integral. Let \( \omega : X \rightarrow [0, 1] \) be a nonnegative weight function on the attributes such that \( \sum_{i=1}^{n} \omega(x'_i) = 1 \). In [12, 14] the weighted Choquet integral with respect to a nonadditive measure \( \mu \) is defined by

\[
Y = (\omega) \int f \, d\mu,
\]

where \( f \) is a nonnegative set function and \( \mu(X) = 1 \).

In this paper, we generalize the weighted Choquet integral with respect to a nonadditive measure to a more comprehensive Choquet model, which is with respect to a nonadditive signed measure; that is, allowing the set function to take negative values and to be nonmonotone. Thus, a generalized weighted Choquet integral is expressed as

\[
Y = (\omega) \int (a + bf) \, d\mu,
\]

where signed measure \( \mu \) is restricted to be regular (\( \max_{X \in \mathcal{P}} |\mu(A)| = 1 \)). The parameters \( a = (a_1, a_2, \ldots, a_n) \) and \( b = (b_1, b_2, \ldots, b_n) \), are \( n \)-dimensional vectors satisfying \( a_i \in [0, \infty] \) with \( \min a_i = 0 \) and \( |b_i| \in [0, 1] \) with \( \max |b_i| = 1 \). We use this generalized Choquet model as a projection tool to reduce the complexity of the classification problem in an \( n \)-dimensional space [12, 25, 26]. We call \( a \) and \( b \) the matching vectors used to address the scaling and phase matching requirements of the feature attributes. In other words, matching vectors \( a \) and \( b \) are used to scale diverse units and ranges of the feature attributes with respective dimensions such that the signed measure \( \mu \) can reflect the interaction appropriately. Also, with both scaling and phase matching parameters \( a \) and \( b \), the projection line does not have to go through the origin. The simulation study in Section 5 will further demonstrate this function. Generally \( Y \) depends on \( f \) non-linearly due to the nonadditivity of \( \mu \). For convenience,

\[
\mu_1, \mu_2, \ldots, \mu_{l-1}, \mu_l, \mu_{l+1}, \mu_{l+2}, \ldots, \mu_{12}, \mu_{13}, \ldots, \mu_{1394}
\]

are abbreviated by \( \mu_1, \mu_2, \ldots, \mu_l, \mu_{l+1}, \mu_{l+2}, \mu_{12}, \mu_{13}, \ldots, \mu_{1394} \), respectively, hereafter.

3. A new nonlinear classification model

To simplify our theoretical illustration, 2-class classification based on Choquet integral is presented in detail, and the extension to multi-class classification is introduced at the end of this section.

We consider a 2-class nonlinear classification problem with classes \( A \) and \( A' \). Suppose that the learning data consist of \( l \) sample points belonging to class \( A \) and \( l' \) sample points belonging to class \( A' \). Also, suppose that all of these sample points have the same feature attributes, \( x_1, x_2, \ldots, x_n \). Thus, the feature space is the \( n \)-dimensional Euclidean space \( \mathbb{R}^n \). The \( j \)-th sample point in \( A \), denoted by \( s_j \), is expressed as

\[
s_j = (f_1(x_1), f_2(x_2), \ldots, f_n(x_n)), \quad j = 1, \ldots, l,
\]

while the \( j' \)-th sample point in \( A' \) is similarly denoted by \( s'_j', \quad j' = 1, \ldots, l' \).

Now we want to find a Choquet hyperplane \( H \) determined by

\[
H : (\omega) \int (a + bf) \, d\mu - B = 0,
\]

where \( B \) is an unknown real number. Without any loss of generality, we assume that all of these unknown parameters and \( B \) are in \([-1, 1]\). A natural criterion to determine these parameters optimally is to maximize the total sum of signed distances of the learning sample points in the two classes from the respective side to the Choquet hyperplane \( H \) (see Figure 1).

For example, on one side of \( H \) the signed distance \( d \) from a sample point \( s_j \) in \( A \) to \( H \) is the signed distance from the projection of \( s_j \) paralleled with \( H \) on line \( L \) to the intersection (\( B \)) of
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d_j = \frac{(c)(\int (a + bf) d\mu - B)}{\sqrt{\mu_1^2 + \mu_2^2 + \ldots + \mu_{2^n-1}^2}}, \quad j = 1, 2, \ldots, l.
from the feature space to one-dimensional line L. That is, under this projection, any point
s_j = (f_1(x_1), f_2(x_2), \ldots, f_j(x_3)), \quad j = 1, 1, l
in the feature space has an image represented by the function
(c)(\int (a + bf) d\mu), and the Choquet hyperplane H itself has an image represented by B. Thus, the total signed Choquet distance is
D = \sum_{i=1}^{l} d_j + \sum_{i=1}^{l} d_j' = \frac{\sum_{i=1}^{l}((c)(\int (a + bf) d\mu - B) + \sum_{i=1}^{l}((c)(\int (a + bf) d\mu - B)}{\sqrt{\sum_{i=1}^{l} \mu_i^2}}.
In this formula, the Choquet distance for those misclassified points will have a negative value. As to the optimization of Choquet hyperplane H (see Figure 1), we expect that the hyperplane H will be pushed to the opposite side as far as possible by the sample points from classes A and A', respectively. In other words, H should be squeezed to an optimal position. In case there is a gap between classes A and A', the Choquet hyperplane H as the classifying boundary should pass through the feature space along the gap. This means that the total signed Choquet distance D in (2) should be maximized. Such a criterion for determining the optimal hyperplane looks good. Unfortunately, it does not work well actually. In fact, if in the learning data set one class is larger than another, say \|A\| > \|A'\|, then class A has more power than class A' to push hyperplane H to its opposite side infinitely such that the optimization problem has no solution. Thus, we must revise the above optimization model. Our previous research [12, 13] did not consider this issue and encountered this optimization problem in practice.

The revision can be realized by applying a large penalty coefficient to each misclassified sample point. Let
c_j = \begin{cases} c & \text{if } (c)(\int (a + bf) d\mu < B), \\ 1 & \text{otherwise} \end{cases}
for j = 1, 2, \ldots, l, and
\begin{align*}
c_j' &= \begin{cases} c & \text{if } (c)(\int (a + bf) d\mu > B), \\ 1 & \text{otherwise} \end{cases} \\
\text{for } j' = 1, 2, \ldots, l', \text{ where } c > |l - l'| \text{ is a penalty coefficient and is usually taken as } c = |l - l'| + 1. \text{ Then a penalized total signed distance is defined as}
D_c = c \sum_{i=1}^{l} d_j + c'_j \sum_{i=1}^{l'} d_j',
\begin{align*}
D_c &= \sum_{i=1}^{l} ((c)(\int (a + bf) d\mu - B) - \sum_{i=1}^{l} ((c)(\int (a + bf) d\mu - B))
\end{align*}
Thus, for a given learning sample data set with two classes, the unknown parameters a, b, \mu, and B of hyperplane H as the classifying boundary can be determined by maximizing the penalized total distance D_c in expression (3). After determining the classifying boundary H expressed by Equation (1), for any new sample element \( s = (f_1(x_1), f_2(x_2), \ldots, f_j(x_3)) \), we classify s into class A if
(c)(\int (a + bf) d\mu \geq B)
and otherwise classify s into class A'.

The 2-class Choquet classification can easily be extended to multi-class classification where the boundary B will be expressed as a vector \([b_1, b_2, \ldots, b_N] \). The element \( b_i \) in vector B denotes the projection point for the boundary of class k and class \( k - 1 \) on the projection real line L. Let s be the sample point and \([A_1, A_2, \ldots, A_N] \) be the classes. Then the generalized Choquet multi-class classification can be deduced as follows:
if \( (c)(\int (a + bf) d\mu < b_{A_1} ) \) then \( s \in A_1 \)
\ldots
\ldots
\ldots
if \( (c)(\int (a + bf) d\mu \geq b_{A_1} ) \) then \( s \in A_{1} \)

4. A genetic algorithm
A specially designed genetic algorithm is applied to solve the optimization problem for this generalized Choquet-integral classification described in Section 3. First a population of classifiers (the chromosomes) is generated. These classifiers are each scored as to fitness using a fitness score based on \( D_c \). The population is renewed by crossover and mutation operations, and the most fit are retained in the next generation. The components of the algorithm are outlined and explained as follows.

(a) Coding and decoding. Unknown parameters \( \mu_1, \mu_2, \ldots \), matching vectors a and b, and B are coded as binary genes \( \hat{g}_{1,2, \ldots, N} \) and \( \hat{g}_{N,i} (N = 2^n - 1 + 2n) \). Thus, each gene is a bit string. The length of the bit string depends on the required precision for the solution. For example, if the required precision is 10^{-5}, then each gene consists of \( \log_{2}(10^{5}) = 10 \) bits. Once the genes are generated, they are decoded by the formula \( u_i = 2(\hat{g}_{i} - 0.5) \) for \( i = 1, 2, \ldots, N; \hat{B} = 2(\hat{g}_{N,i} - 0.5), \) etc.

(b) Population and chromosomes. Each chromosome is a gene string, \( \hat{g}_{1,2, \ldots, N} \). The population P consists of a large number of chromosomes. The number of chromosomes is
called the size of the population and is denoted by \( p \). The default value of \( p \) is 100.

(c) **Chromosomes’ fitness.** For each chromosome \((g_1, g_2, \ldots, g_{N+1})\), after decoding the genes, we may obtain the current parameter estimates \( u_1, u_2, \ldots, u_N, \hat{a}, \hat{b}, \) and \( B \) which represent a hyperplane \( H \) according to Equation (1). Then, based on the given learning data, the corresponding penalized total signed Choquet distance \( D \) from the sample points in the data set to the hyperplane \( H \) can be calculated by (3). The relative fitness of this chromosome in the current population is defined by

\[
F = \frac{D - D_{\min}}{D_{\max} - D_{\min}},
\]

where

\[
D_{\min} = \min_{k=1,2,\ldots,p} D_k(k), \quad D_{\max} = \max_{k=1,2,\ldots,p} D_k(k)
\]

and \( D_k(k) \) is the penalized total signed distances from the sample points in the data set to the Choquet hyperplane \( H(k) \) corresponding to the \( k \)-th chromosome in the current population.

(d) **Parents selection.** Denoting the fitness of the \( k \)-th chromosome in the current population by \( F(k) \), we assign probability

\[
p_k = \frac{F(k)}{\sum_{k=1}^{p} F(k)}
\]

to the \( k \)-th chromosome, \( k = 1, 2, \ldots, p \). Select two chromosomes at random from the population as the parents according to the probability distribution \( \{p_k | k = 1, 2, \ldots, p\} \).

(e) **Produce new chromosomes.** According to a preset two-point probability distribution \((a, 1-a)\), choose a genetic operation via a random switch from mutation and crossover and then produce two new chromosomes. Repeat this procedure \( p/2 \) times to get \( p \) new chromosomes.

(f) **Renew population.** Calculate the total signed distance of each new chromosome and add these \( p \) chromosomes to the current population. According to the total signed distance of these \( 2p \) chromosomes, delete the \( p \) worst from them and then form a new generation of the population.

(g) **Stopping controller.** Repeat the above procedure to get the population generation by generation until the largest penalized total signed distance (which could achieve the least misclassification rate instead of the predefined misclassification rate used in the previous approaches [12, 13]). This largest distance is associated with the best chromosome in the population; it has not been significantly improved for \( w \) (with default value 10) consecutive generations. Here, “has not been significantly improved” means that the improvement \( \Delta \) is less than \( 10^{-4} \), where \((A, A')\) is the distance between the centers of class \( A \) and class \( A' \) in the learning data set.

(h) **After stopping.** Find the best chromosome in the last generation of population. Then, output the corresponding estimated values of parameters \( \mu_x, \mu_y, \ldots, \mu_{12}, \mu_{13}, \ldots, a, b, \) and \( B \).

5. **Simulations.**

We have implemented the algorithm shown in Section 4 using Microsoft Visual C++. All the functions are encapsulated into our CGenetic and CCChoquet classes. Based on a training data set, the simulations were run on the Windows XP platform and regular PC desktop with AMD 1.6 GHz CPU and 512M memory. It takes 1.5 min to stop and obtain the results.

To illustrate the classification procedure with numerical examples, we consider two data sets with known classification boundaries below: (a) where the projection line passes through the origin and (b) where the projection line does not pass through the origin.

The two-dimensional training data sets are generated by a random number generator and are separated into two classes by the straight line

\[
\sum_{i=1}^{m} a_i x_i + b = 0,
\]

where \( \mu_x, \mu_y, \mu_{12}, \) and \( B \) are pre-assigned separately. (In the examples, the data are uniformly distributed on the unit square.) Each sample point is labeled with class \( A \) if \((a, b) \) \( \mu_x + \mu_y \geq B \); otherwise, \((x_1, x_2)\) is labeled with class \( A' \). In this way, 200 sample points are generated and labeled.

Running our classifier on the data for the two scenarios described below, we obtain the consecutive simulation results presented in Tables 1 and 2, where \( G \) is the number of generations that have been created in the training procedure. The crossover probability in the simulation experiment was set to 0.9 and the mutation probability was 0.01.

5.1. **Scenario (a)**

In scenario (a) the preset parameters are \( \mu_{12} = 0.15, \mu_1 = 0.20, \mu_2 = 0.60, a = (0, 0), b = (1, 1), \) and \( B = 0.1 \). The distribution of the data is shown in Figure 2. Class A has 155 points, while class \( A' \) has 45 points. The program for scenario (a) in Figure 2 stops at the 50th generation. The output of the classifier provides the standardized parameter estimates \( u_{G} = 0.1389, u_{B} = 0.1389, u_{C} = 0.1389, u_{D} = 0.1389 \). The classifying boundary found in the last generation is shown in Figure 3.

In Table 1, the second column is the number of sample points that have been correctly classified in class \( A \) by the temporary best boundary obtained in that generation, while the
third column is the number of sample points that have been correctly classified in class $A'$. The fourth through seventh columns are the current estimated values of parameters $\mu_{12}$, $\mu_1$, $\mu_2$, and $B$ corresponding to one of the best chromosomes in each generation. The eighth column contains the penalized total Choquet signed distances from the sample points in the data set to the hyperplane corresponding to one of the best chromosomes in each generation, as described in Section 3.

In Table 1, at generation 33 the classifier has found a good chromosome whose corresponding classifying boundary can separate the training data without any misclassification, is presented. However, according to the stopping condition, the program does not stop until the counter $w$ of the stopping controller reaches 10.

5.2. Scenario (b)

The preset parameters for scenario (b) are $\mu_{12} = 0.15$, $\mu_1 = 0.20$, $\mu_2 = 0.60$, $B = 0.1$, $a_1 = 0$, $a_2 = 0$, $b_1 = 1$, $b_2 = 1$.

In Table 2, the fourth through eleventh columns present the current estimates of parameters $\mu_{12}$, $\mu_1$, $\mu_2$, $B$, $a_1$, $a_2$, $b_1$, and $b_2$. The twelfth column lists the penalized total Choquet signed distances from the sample points in the data set to the hyperplane corresponding to one of the best chromosomes in each generation.
generation, as described in Section 3. The program stops at generation 30 for scenario (b) data in Figure 4. The classifying boundary found in the last generation is shown in Figure 5.

Table 3 summarizes the final results for both scenarios that shows no misclassified sample points.

6. Case studies

Our previous study [12] applied a special case of the generalized Choquet-integral approach, and demonstrated that the Choquet-integral classification approach is better than other available methods, such as Bayes, Neural Networks, HLM, and Nearest Neighbor, in terms of classification accuracy. Here our case studies compare implementation of this generalized approach with our previous approach using one of our artificial and one of the UCI data sets.

As discussed earlier, our previous approach only tolerates the projection line through the origin, lacks an automatic selection of the least misclassification rate, and does not penalize the misclassified points. In contrast, our current approach dramatically improved the classification accuracy rate by solving the three identified issues. For simplicity we call our previous approach ‘‘without penalty’’ and the current one ‘‘with penalty.’’ For classification performed on the same data used in the simulation scenario (b) where the projection line \( L \) is not through the origin, the current approach dramatically increases the classification accuracy rate to 100% by almost 50%, especially as the genetic evolution stabilized after 40 generations (see Figure 6).

Considering real multi-class situations, we utilized the IRIS data from UCI [32]. These data include three classes (three IRIS species: Setosa, Versicolor, and Virginica) with 50 samples each and four-dimensional features (the length and the width of sepal and petal). The empirical results indicated that the classification accuracy rates of our current with-penalty approach reached 100%, 98%, and 93% for \( \text{Setosa} \), \( \text{Virginica} \), and \( \text{Versicolor} \), respectively, after just a few genetic generations (see Figure 7).

High dimensionality is another common feature in real-world pattern recognition. To address this issue using Choquet classification, we used the Pima Indians Diabetes data set from the UCI repository [32], which consists of 2 classes and eight-dimensional features with 768 samples. The outcome from our current with-penalty approach shows that over 20 genetic generations the classification accuracy rates reached 100% and 98% for each class. The results from the without-penalty approach were unsatisfactory with accuracy rates below 50% and quite unstable (see Figure 8). This comparison demonstrates the superiority of the generalized Choquet approach over the previous without-penalty technique.

In addition, we have compared our current approach with nine typical classification methods on the previous two data sets (IRIS and Pima Indians Diabetes) and also on the Wisconsin Breast Cancer, Haberman’s Survival, and Blood Transfusion Service Center data from the same repository. The Breast Cancer data set includes 2 classes and 9 features, comprising 699 records. The Survival data has 3 attributes and 306 patients, with 2 survival status (the patient survived 5 years or

---

Table 3. Classified sample data for scenarios (a) and (b).

<table>
<thead>
<tr>
<th>Scenario</th>
<th>(a)</th>
<th>(b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class</td>
<td>A</td>
<td>A'</td>
</tr>
<tr>
<td>Classified in A</td>
<td>155</td>
<td>0</td>
</tr>
<tr>
<td>Classified in A'</td>
<td>0</td>
<td>45</td>
</tr>
</tbody>
</table>

---

Figure 4. Training data set (b), \( \mu_{12} = 0.15, \mu_1 = 0.60, \mu_2 = 0.20, B = 0.12, a_1 = 0.2, a_2 = 0.85, b_1 = 0.85, b_2 = -0.60 \).

Figure 5. Classified training data set (b), \( u_{12} = 0.3830, u_1 = 0.6683, u_2 = 0.5713, B = 0.2633, a_1 = 0.4420, a_2 = 0.7021, b_1 = 0.3614, b_2 = -0.154 \).

Figure 6. Classification accuracy rate comparison on the simulated data in scenario (b) where the projection line is not through origin.

---

---

---
longer, or died within 5 years), while the Blood Transfusion data consist of 5 attributes and 748 donors with two categories, donating and non-donating blood. For this comparison, 100% training data for each data set was used to evaluate these nine classification methods.

We have summarized the comparison results for each method in Table 4. Among these methods, the first two are Bayes-based methods: NaiveBayes [33] is a simple probabilistic classifier based on applying Bayes’ theorem with strong (naive) independence; BayesNet classifier is based on the Bayes networks that are composed of the prior probability distribution of the class node and a set of local networks. NBtree [34] is the tree-based classification method, which is the decision tree with NaiveBayes classifiers at the leaves. Classification Via Regression [35] is the meta-based method, using regression techniques, where class is binarized and one regression model is built for each class value. Radial basis function (RBF) network and sequential minimal optimization (SMO) are the function-based classification methods [36, 40]. RBF networks is a radial basis function network, which uses K-means clustering algorithm to learn either a logistic regression (discrete class problems) or linear regression (numeric class problems). SMO is the one that utilizes sequential minimal optimization algorithm for training a support vector classifier using polynomial or RBF kernels. Fuzzy Lattice Reasoning (FLR) and Fuzzy Decision Tree (FDT) are fuzzy-based classification methods [37–39]. FLR is the classifier that uses the notion of fuzzy lattices for creating a reasoning environment. We also compared our results with those obtained from FDT which is a popular and powerful technique of learning from fuzzy examples, and can be a benchmark for fuzzy classifiers. The best accuracy achieved on each data set, measured by the misclassification rates, is presented in bold in Table 4.

The overall results indicate that our current approach is competitive and can be regarded as one of the best classifiers. Especially for the Wisconsin Breast Cancer, Pima Indians diabetes, and Blood Transfusion data, our approach dramatically outperformed all other alternative methods compared, in terms of the least misclassification rate. For the Haberman’s Survival data sets, our approach is below but close to the least classification rate achieved by FLR when its vigilance value is 0.75, in contrast to the poor performance of the nine alternate methods in the Pima Indians and Blood Transfusion data classification. For the IRIS data, our approach ranked at the second with

Table 4. Misclassification rates ($E$) of selected classifiers on five empirical data sets.

<table>
<thead>
<tr>
<th>Method</th>
<th>IRIS (%)</th>
<th>Breast Cancer (%)</th>
<th>Pima Indians Diabetes (%)</th>
<th>Haberman’s Survival (%)</th>
<th>Blood Transfusion (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NaiveBayes $^a$</td>
<td>4.0</td>
<td>3.9</td>
<td>23.7</td>
<td>24.2</td>
<td>25.0</td>
</tr>
<tr>
<td>BayesNet $^a$</td>
<td>5.3</td>
<td>2.7</td>
<td>21.7</td>
<td>25.8</td>
<td>24.6</td>
</tr>
<tr>
<td>NBtree $^a$</td>
<td>2.7</td>
<td>2.7</td>
<td>25.7</td>
<td>22.9</td>
<td>20.5</td>
</tr>
<tr>
<td>Classification Via Regression $^a$</td>
<td>3.3</td>
<td>3.0</td>
<td>22.5</td>
<td>25.2</td>
<td>23.8</td>
</tr>
<tr>
<td>SMO $^a$</td>
<td>3.2</td>
<td>3.6</td>
<td>25.6</td>
<td>24.8</td>
<td>21.8</td>
</tr>
<tr>
<td>RBF network $^a$</td>
<td>3.7</td>
<td>3.6</td>
<td>22.4</td>
<td>25.8</td>
<td>23.8</td>
</tr>
<tr>
<td>Decision table $^a$</td>
<td>4.0</td>
<td>3.6</td>
<td>25.6</td>
<td>24.8</td>
<td>21.8</td>
</tr>
<tr>
<td>Fuzzy Lattice Reasoning (FLR) $^a$</td>
<td>3.3 $^d$</td>
<td>0.7 $^d$</td>
<td>19.1 $^d$</td>
<td>38.2 $^d$</td>
<td>32.4 $^d$</td>
</tr>
<tr>
<td>Fuzzy Decision Tree $^b$</td>
<td>4.0</td>
<td>3.0</td>
<td>20.1</td>
<td>22.8</td>
<td>19.1</td>
</tr>
<tr>
<td>Choquet Distance based Classifier with Penalty</td>
<td>2.7</td>
<td>0.0 $^e$</td>
<td>0.0 $^f$</td>
<td>26.5</td>
<td>4.95 $^d$</td>
</tr>
</tbody>
</table>

$^a$ Tested with default parameter settings in Weka3.6.0 [41].
$^b$ Tested with default parameter settings in FID3.4 [42].
$^c$ Classification of all empirical data sets used 100% training set.
$^d$ Results when $\rho = 0.75, \rho \in [0.5, 1]$ (when $\rho = 1$, $E_{\text{IRIS}} = 0\%$, $E_{\text{Breast}} = 0\%$, $E_{\text{Pima}} = 0\%$, $E_{\text{Haberman}} = 2\%$, $E_{\text{Blood}} = 11\%$).
$^e$ Missing data were preprocessed using multiple imputation procedure in SAS9.2 [43]. Simple logistic regression test showed that no significant pair-wise interaction exists in Breast Cancer and no interaction was added in.
$^f$ Four significant pair-wise interactions ($p < 0.05$) were found using logistic regression test and added in Choquet classification.
$^g$ All pair-wise interactions were included, as the number of attributes is relatively small and three interactions are significant ($p < 0.05$) using logistic regression tests.
Table 5. Parameter settings and parameter estimates of Choquet classification for UCI data sets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Result</th>
<th>Iris-setosa: 50</th>
<th>Iris-versicolor: 46</th>
<th>Iris-virginica: 54</th>
</tr>
</thead>
<tbody>
<tr>
<td>IRIS</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maximum generation</td>
<td>50</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Population size</td>
<td>800</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Estimated parameters</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \mu_1 )</td>
<td>0.5619</td>
<td>( \mu_2 )</td>
<td>0.9547</td>
<td>( \mu_3 )</td>
</tr>
<tr>
<td>( a_1 )</td>
<td>0.4801</td>
<td>( a_2 )</td>
<td>0.8875</td>
<td>( a_3 )</td>
</tr>
<tr>
<td>( b_1 )</td>
<td>0.6452</td>
<td>( b_2 )</td>
<td>0.8214</td>
<td>( b_3 )</td>
</tr>
<tr>
<td>Bound 1</td>
<td>0.0061</td>
<td>Explained variance: 0.5321</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bound 2</td>
<td>0.1168</td>
<td>Explained variance: 0.5496</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Result</th>
<th>Class 2: 458</th>
<th>Class 4: 241</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breast Cancer</td>
<td></td>
<td>Explained variance: 0.52</td>
<td></td>
</tr>
<tr>
<td>Maximum generation</td>
<td>50</td>
<td>Explained variance: 0.52</td>
<td></td>
</tr>
<tr>
<td>Population size</td>
<td>500</td>
<td>Explained variance: 0.52</td>
<td></td>
</tr>
<tr>
<td>Estimated parameters</td>
<td></td>
<td>Explained variance: 0.52</td>
<td></td>
</tr>
<tr>
<td>( \mu_1 )</td>
<td>0.8451</td>
<td>( \mu_2 )</td>
<td>0.5142</td>
</tr>
<tr>
<td>( a_1 )</td>
<td>0.4239</td>
<td>( a_2 )</td>
<td>0.2228</td>
</tr>
<tr>
<td>( b_1 )</td>
<td>0.1023</td>
<td>( b_2 )</td>
<td>0.653</td>
</tr>
<tr>
<td>Bound 1</td>
<td>0.0061</td>
<td>Explained variance: 0.5321</td>
<td></td>
</tr>
<tr>
<td>Bound 2</td>
<td>0.1168</td>
<td>Explained variance: 0.5496</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Result</th>
<th>Class 0: 500</th>
<th>Class 1: 268</th>
</tr>
</thead>
<tbody>
<tr>
<td>PIMA Indian Diabetes</td>
<td></td>
<td>Explained variance: 0.52</td>
<td></td>
</tr>
<tr>
<td>Maximum generation</td>
<td>30</td>
<td>Explained variance: 0.52</td>
<td></td>
</tr>
<tr>
<td>Population size</td>
<td>500</td>
<td>Explained variance: 0.52</td>
<td></td>
</tr>
<tr>
<td>Estimated parameters</td>
<td></td>
<td>Explained variance: 0.52</td>
<td></td>
</tr>
<tr>
<td>( \mu_1 )</td>
<td>0.7926</td>
<td>( \mu_2 )</td>
<td>0.3335</td>
</tr>
<tr>
<td>( a_1 )</td>
<td>0.6373</td>
<td>( a_2 )</td>
<td>0.848</td>
</tr>
<tr>
<td>( b_1 )</td>
<td>0.6552</td>
<td>( b_2 )</td>
<td>0.0478</td>
</tr>
<tr>
<td>Bound 1</td>
<td>0.0061</td>
<td>Explained variance: 0.5321</td>
<td></td>
</tr>
<tr>
<td>Bound 2</td>
<td>0.1168</td>
<td>Explained variance: 0.5496</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Result</th>
<th>Class 1: 306</th>
<th>Class 2: 0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Haberman</td>
<td></td>
<td>Explained variance: 0.52</td>
<td></td>
</tr>
<tr>
<td>Maximum generation</td>
<td>100</td>
<td>Explained variance: 0.52</td>
<td></td>
</tr>
<tr>
<td>Population size</td>
<td>800</td>
<td>Explained variance: 0.52</td>
<td></td>
</tr>
<tr>
<td>Estimated parameters</td>
<td></td>
<td>Explained variance: 0.52</td>
<td></td>
</tr>
<tr>
<td>( \mu_1 )</td>
<td>0.5552</td>
<td>( \mu_2 )</td>
<td>0.5801</td>
</tr>
<tr>
<td>( a_1 )</td>
<td>0.4785</td>
<td>( a_2 )</td>
<td>0</td>
</tr>
<tr>
<td>( b_1 )</td>
<td>0</td>
<td>( b_2 )</td>
<td>0</td>
</tr>
<tr>
<td>Bound 1</td>
<td>0.2361</td>
<td>Explained variance: 0.5321</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Result</th>
<th>Class 0: 607</th>
<th>Class 1: 141</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blood Transfusion</td>
<td></td>
<td>Explained variance: 0.52</td>
<td></td>
</tr>
<tr>
<td>Maximum generation</td>
<td>50</td>
<td>Explained variance: 0.52</td>
<td></td>
</tr>
<tr>
<td>Population size</td>
<td>800</td>
<td>Explained variance: 0.52</td>
<td></td>
</tr>
<tr>
<td>Estimated parameters</td>
<td></td>
<td>Explained variance: 0.52</td>
<td></td>
</tr>
<tr>
<td>( \mu_1 )</td>
<td>0.2225</td>
<td>( \mu_2 )</td>
<td>0.555</td>
</tr>
<tr>
<td>( a_1 )</td>
<td>0.0412</td>
<td>( a_2 )</td>
<td>0.3753</td>
</tr>
<tr>
<td>( b_1 )</td>
<td>0.139</td>
<td>( b_2 )</td>
<td>0.653</td>
</tr>
<tr>
<td>Bound 1</td>
<td>0.0061</td>
<td>Explained variance: 0.5321</td>
<td></td>
</tr>
<tr>
<td>Bound 2</td>
<td>0.1168</td>
<td>Explained variance: 0.5496</td>
<td></td>
</tr>
</tbody>
</table>
7. Summary

Based on our previous research on Choquet classification, this paper addressed three unsolved issues through theoretical discussion, simulation experiments, and empirical case studies. This research used 2-class classification as an example for the simplicity of theoretical illustration, and also extended to multi-class multidimensional situations. The current generalized Choquet-integral classification can allow for the projection line at any location, automatic search for the least misclassification rate based on Choquet distance, and penalty on misclassified points. This improvement expands the functionality of Choquet-classification in solving more flexible real-world classification problems and also practically enhances the classification accuracy and power.

Choquet integral has recently been applied to acoustic event classification [44], image analysis [45], image processing [46, 47], voice recognition [48], traffic surveillance [49], and temperature prediction [50]. Our case studies extended the generalized Choquet classification to the biological and medical areas. Our future studies will continue in this line of research by emphasizing the practical value of the Choquet-integral classification.
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